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CHAPTER 1

1 Introduction and Applications

1.1 Basic Concepts and Definitions

Problems

1. Give the order of each of the following PDEs

a.  Ugy + Uyy = 0
b, Uggy + Uy + a(z)uy, +logu = f(z, y)
C. Uggey T+ Ugyyy + a(x)umcy + u? = f(IL', y)
d. vy +ul, +e* =0
e. Uy +cu, =d

2. Show that

u(z, t) = cos(x — ct)

is a solution of
ug +cuy =0

3. Which of the following PDEs is linear? quasilinear? nonlinear? If it is linear, state
whether it is homogeneous or not.

Uy + Uyy — 2u = 22

Uy = U

Uy + 2 Uy =0

u? +logu = 2zy

Ugy — 2Ugy + Uyy = COST
(sinug)uy + uy = €”

20Uy — dUgy + 2Uyy + 3u =0
Ug + Uglly — Ugy = 0

FER e AD o

4. Find the general solution of
Ugy + Uy =0

(Hint: Let v =u,)

5. Show that y
u= F(zy)+ xG(E)

is the general solution of
T Uy — yQuyy =0



a. Second order
b. Third order

c. Fourth order

ol

. Second order

. First order

@

2. u = cos(x — ct)

uy = —c- (—sin(z —ct)) = esin(x — ct)

=
8
I

1 (=sin(z — ct)) = —sin(x — ct)

= u; + cu, = csin(x — ct) — esin(x — ct) = 0.

. Linear, inhomogeneous

o o

. Linear, homogeneous

Quasilinear, homogeneous

a o

. Nonlinear, inhomogeneous
e. Linear, inhomogeneous

f. Quasilinear, homogeneous
g. Nonlinear, inhomogeneous
h. Linear, homogeneous

i. Quasilinear, homogeneous



Uy + Uy = 0
Let v = wu, then the equation becomes
v, + v =20
For fixed g, this is a separable ODE

d
Yo
v

Inv = —x + C(y)
v=K(y)e®
In terms of the original variable u we have

u, = K(y)e™*

u=-e"q(y) + p(x)
You can check your answer by substituting this solution back in the PDE.



uw= F(zy)+zG <%>
u, = yF'(zvy) + G <g> + (—%) G <g>
x x x
st s () ()15 () (2)o)
x x x x x x x
e = P+ 0 (1)
uy, = v F'(zy T .
Uy = 22 F"(zy) + lG" (g>
vy T T
2 2 2 2 y2 n 2 2 o 1 n
T Uy — YUy = 27 |y F7 + =G —y(:vF +—G>
x x

Expanding one finds that the first and third terms cancel out and the second and last terms
cancel out and thus we get zero.



1.2 Applications
1.3 Conduction of Heat in a Rod
1.4 Boundary Conditions

Problems

1. Suppose the initial temperature of the rod was

| 2z 0<z<1/2
“(5”’0)_{ 201—1z) 1/2<z<1

and the boundary conditions were
u(0, t) =u(l,t) =0,
what would be the behavior of the rod’s temperature for later time?

2. Suppose the rod has a constant internal heat source, so that the equation describing the
heat conduction is
uy = kg, + Q, 0<zr<l1.

Suppose we fix the temperature at the boundaries
u(0,t) = 0
u(l, t) =
What is the steady state temperature of the rod? (Hint: set u; =0 .)

3. Derive the heat equation for a rod with thermal conductivity K(z).

4. Transform the equation

up = k(Ugy + Uyy)
to polar coordinates and specialize the resulting equation to the case where the function u
does NOT depend on 6. (Hint: r = /22 + y?, tanf = y/x)

5. Determine the steady state temperature for a one-dimensional rod with constant thermal
properties and

a. =0, u(0) =1, u(L) =0

b. @ =0, u,(0) =0, u(L) =1

c. Q=0, u(0) =1, uy(L) = ¢

d. 2 =27 u(0) =1, uy(L) =0

e. Q=0, u(0) =1, uz (L) +u(L) =0



1. Since the temperature at both ends is zero (boundary conditions), the temperature of
the rod will drop until it is zero everywhere.

2.
kug, +0Q =0
u(0.t) =0
u(l,t) =1
= Uy = — 2
Integrate with respect to x
Uy = — % r+ A
Integrate again
Q 2?
=-———+4+ A B
U D + Azr +
Using the first boundary condition u(0) = 0 we get B = 0. The other boundary condition
will yield
Q1
———-+A=1
K2
Q
= A=—=+1
2k *
Q) Q
= (1 4+ = _ X
= u(z) < + or) % 9p

3. Follow class notes.



r= (:v2+y2)%

f = arctan (Q)
T

Ty =

DO | —

T

Uy = Uyl + Ugly NS Ur = 3 _Zf_ 2
Y T

Uy = Uy + Ugly 2 T g Ug

Upy = + - 7
Tz 22 + 12 TVt 2 | VA + 2 Urr = 21 Y2 tro
—2xy x Y
- u
(22 + y2)? 22 + 42 [ /22 + 2 b7 222 99]
2 2 2
x 2zy Y 2zy
Ugy — r 3 U Upy + Uy +
x? 4 y? (22 + y2)? (22 + y2)? (22 + y2)§ T (a2 4 2)?

1
o VI @yt 2y oy A S
vy 72 + 92 TR r R VR T a2y ro
—2zy T Y T
(@ +y2)2 T ET g L/azQ T Ty u%]
2 2 2
Y 2zy x x 2zy
Uy = 5 Upp + —— o U + s Ugg + ———g Uy —
z? + y? (22 +y?)> (22 +y?)* (22492 (@ +y?)



— 1 1
= Ugy + Uyy = Upr + 72 Ugo + 7 Ur

1 1
Uy = k(urr + 7 Ur + r_‘zuﬂﬂ)

In the case u is independent of 0:

up = k(urr + %ur)




5. kug, + Q =0

a. kg, = 0

Integrate twice with respect to x

u(z) = Ar + B
Use the boundary conditions

u(0) =1 implies B = 1
) ) . 1
U(L) =0 implies AL + B = 0 that is A = —7
Therefore
T
- — 1
u(z) 7t

Integrate twice with respect to x as in the previous case

u(z) = Ar + B
Use the boundary conditions

u:(0) =0 implies A = 0

u(lL) =1 implies AL + B =1 that is B = 1
Therefore
u(z) =1
C. kug, =0

Integrate twice with respect to x as in the previous case

u(x) = Az + B
Use the boundary conditions

u(0) =1

u (L) = ¢

implies B = 1

implies A = ¢
Therefore

u(z) = pr + 1




d. kug + Q =0

— Q _ 2
Ugg = —F = — T

Integrate with respect to x we get

1
uz(x) = —§x3 + A

Use the boundary condition
o 1,
uz(L) =0 implies — §L +A=0
Integrating again with respect to x

£U4

1
= -+ -} B
U 12—|—3 T +

Use the second boundary condition

u(0) =1 implies B = 1

Therefore
xt L3
= -+ T+
u(z) 17 + 3 T +
e. ktug, =0

Integrate twice with respect to x as in the previous case
u(z) = Ar + B
Use the boundary conditions
u(0) =1 implies B = 1
us(L) + u(L) =0 implies A + (AL + 1) =0

Therefore

1
u(z) :—L+1x+1

10

1
that is A = §L3

1
that is A = — ——
at is 1



1.5 A Vibrating String

Problems
1. Derive the telegraph equation
Uy + g + bu = gy

by considering the vibration of a string under a damping force proportional to the velocity
and a restoring force proportional to the displacement.

2. Use Kirchoff’s law to show that the current and potential in a wire satisfy

im+C’vt+Gv =0
v+ Lig+Rt = 0

where ¢ = current, v = L = inductance potential, C' = capacitance, G = leakage conduc-

tance, R = resistance,
b. Show how to get the one dimensional wave equations for ¢ and v from the above.

11



1. Follow class notes.

a, b are the proportionality constants for the forces mentioned in the problem.

2. a. Check any physics book on Kirchoff’s law.

b. Differentiate the first equation with respect to ¢ and the second with respect to x

ixt + Cvtt + GUt =0
Upe + Liyy + Riyz = 0

Solve the first for 7,, and substitute in the second
igt = —Coy — Gy

= Uy — CLUtt — GL'Ut + RZ:I; =0

i can be solved for from the original first equation
iy, = —Cuv — Gu

= Vpy — CLvy — GLvy, — RCvy — RGv = 0

v+<g+§>v+R—Gv—iv
" c L) " cL T L™

Or

which is the telegraph equation.

In a similar fashion, one can get the equation for i.

12



CHAPTER 2

2 Classification and Characteristics

2.1 Classification of Linear Second Order PDEs

Problems

1. Classify each of the following as hyperbolic, parabolic or elliptic at every point (x, y) of
the domain

T Ugg + Uyy = z?

T2 Ugy — 209 Ugy + Y2y = €°

€ Uy + €YUy = u

Uy + Ugy — Ty, =0 in the left half plane (z < 0)
T Uy + 20Y Uy + YUy + TYUL + YPuy, =0

Ugy + Ty, =0 (Tricomi equation)

RO Ao T

2. Classify each of the following constant coefficient equations

gy + SUgy + Uyy + Uy + Uy = 2

Ugg + Ugy + Uyy + Uy =0

gy + 10ugy + 3uy, =0

Ugg + 2Ugy + 3Uyy + duy + duy +u = €*
QU — AUgy + 2Uyy + 3u =0

Ugg + OUgy + 4ty + Tuy =sinw

o a0 o

3. Use any symbolic manipulator (e.g. MACSYMA or MATHEMATICA) to prove (2.1.19).
This means that a transformation does NOT change the type of the PDE.

13



A=z
.A=c¢e¢
CA=1
.A=12x

B =0
B = 2xy
B =
B =
B = 2xy
B =0

C =y
C =¢e¥
= —
C = y?
C ==z

C =1

hyperbolic for & < 0

A =0

AN = —4e"eY

A =1+ 4z
hyperbolic

A =0

AN = —4dx
hyperbolic

14

rz =0
z >0

0>z > —

=

=

T

r <

=



10

Discriminant

25-16 >0

1-4<0

100 - 36 > 0

4-12<0

16-16 =0

25-16 >0

hyperbolic

elliptic

hyperbolic

elliptic

parabolic

hyperbolic

15



3. We substitute for A*, B*,C* given by (2.1.12)-(2.1.14) in A*.

A* = (B*)? —4A4*C"

= [24&m, + B (&ny + &) + 208, —
4[AL + B&E, + C&) [An2 + Bnany + O]
AAPEIN. 4+ 4AEN, B (Eany + Eytie) + BAENCEyny
B (&omy + &na)” + 4B (&my + &ne) CEy
AC?E0; — 4AEnT — AAELBnun, — 4AECT;
— AB&E, AN, — AB?EEynen, — 4BEE,C)
— 4C§§An£ — 4C§§B7ywny — 4025577;.

- -

Collect terms to find

A* AABEmn, + AABEEM: + 8ACEEynamy
B(E2n2 4 2&:8many + E2)

ABCOEEm: + 4ABC,ny €l — AABEM,1,
— 4ACEm; — AABEEm, — AB*E&E ey

— 4BC’§$§y77§ — 4AC’§Z77§ — 4BC§Z77$771/

+ o+

A* —4AC (fin; - 2£w§y77$77y + 6;772)
+ B? (&%772 — 2828y + 5;77;)

J2A,

since J = (fa;??y - fynx)-

16



2.2 Canonical Forms

Problems

1. Find the characteristic equation, characteristic curves and obtain a canonical form for
each

T Uy + Uy = 2

Ugy + Ugy — TUyy =0 (x <0, all y)

T Uy + 20Y Uy + Y Uy, + YUy + yPu, =0
Ugg + Tlyy = 0

Uggy + yzuyy =Yy

Sin® T, + Sin 22Uy, + cos® xu,, = T

O A0 T

2. Use Maple to plot the families of characteristic curves for each of the above.

17



la.

2
TUgy + Uyy = T

A=z B =0 c =1
If z > 0 then A < 0 elliptic

=0 = ( parabolic

<0 > 0 hyperbolic
characteristic equation

@ B ++/—4x B +/—x

dx 2x T

Suppose z < 0 (hyperbolic)

Let 2 = —x (then z > 0)

then dz = —dx

and

dy _ dy_ EVE_ 1

dz  dv —z T \/z
dz

y = £2z +c
yF2vVz=c

characteristic curves: y F 2z = ¢
2 families as expected.

Transformation: £ = y — 2./z

n=y+2Vz
Une = Uge E5 + 2Ugn Ealle + Upy o + Ug Epw + Uy Moo
o =& 2 = —&

Ne = 1Ny 2 = — 12
1

& = —262’1/2) = —% = & = 7

18

A = B? — 4AC = —4x



2 (1 ‘1/2> N !
= —z = — = ——
& =1
ny =1
1 1 1 1

— — R — = — — — B /2 -
bor = (Ea)o (\/g>x (ﬁ)zf’" ( 2° > 223/

B B 1 B 1 _ 1 —3/2> _ !
Nex = (7793)513 - ( \/E)m - ( ﬁ)z = <2Z N 223/2
é‘xy = é‘yy = Noy = Nyy = 0

1 2 1 1 1
Ugy = ;ufé - ;ufn + ;“nn + 9,3/2 g — 23/2 Un
Uyy = Ugg 5; +2ugn &y My + ugy 77; tug Sy Ny

- NG —~~ —~~

=1 =1 =0 =0

= Uge + 2Ugy + Uy

Substitute in the equation

T

~—

—Zz

—Uge + 2Ugy — Uy

4“577 —

{1 2 1 1 1
Z e T S ten St ¥ o e T 5

1
B 2,1/2 2,1/2

LU{ + L, =2
2V/2 2v/z "

The last step is to get rid of z

& — n = —4y/z (using the transformation)

2
a5 e (1)

4
2 2 77—§>
4u - —— U + —— Uy = E—
&n 77_65 77_677 ( 4

19

}+U§§ + 2u§,7 —|—u,m =

1
Ug + Uy + Uge + 2Ugy — Upyy = 7

IIJ2

~~
(—2)?



For the elliptic case x> 0

dy _ x1i
de — /x

d
dy = +i 22

NG
y = +i2yr + ¢
=y —2iVx

n=1y+2ivz
1
o = §(§+77) =Y
1
525(5—77):—2\/E
1
Uzgy = Uqa O{i' + 2“04[3 amﬂm + Ugp 53 + Uq Qgy + Up 6$$

Uyy = Uaa aZ + 2uap ay By + ugp ﬁ; + Ua Qyy + ug Byy

ap =05 ap =15 04 =y =0
L i —1/2 1 3
Bx:—2'§l' = —Z ;Byzo;ﬁm::§$ ;Byy:()
—1/2\2 1 —3/2
Upy = ugp(—2777)" + ug 7
Uyy = Uaa

1
T lugs -+ §u5:v3/2] + Upa = T°

1/2 ug = 22

1
ugg + Uga + 51‘_

20



Again, substitute for x:
27 =

1
=V = 3 B

2
=7 = -
x 45

1 1 122
Uga T Usp + = —35 U = (—ﬂ)
2—§ﬁ 4

1 1
Uga T Ugg = Buﬁ+1_664

For the parabolic case = 0 the equation becomes:
0 - Upy + uy, =0

.

which is already in a canonical form

This parabolic case can be solved. Integrate with respect to y holding = fixed (the
constant of integration may depend on x)

Uy = f(x)

Integrate again:

u(z, y) =y flz) + g(x)

21



1b.  Ugy + Upy — TUy, = 0

A=1 B=1 C=-=x
AN =1+ 4z > 0 if x > —i hyperbolic
=0 = —i parabolic
<0 <—1 ellipti
dy 1+ V1 + 4x
dx 2

Consider the hyperbolic case:
2dy = (1 £ V1 + 4x)dzx

Integrate to get characteristics

2y = x *+

(1 4 42)*?% + ¢

W o
A~ =

2 — o F = (1+42)%? = ¢

| =

1
§:2y—x—6(1+4x)3/2

1
n:?y—x+6(1+4x)3/2

§$:—1——-;-4(1—1—4:6)1/2——1—\/1+4x
bow = —= (1 +42) Y2 - 4 = —2(1 + 42)"1/?
§y22 fyy:() Sxy = 0
e = —14+ == 4(1+42)'? = -1 + V1 + 4z

my =2 ey = 0 My = 0

22



Now we can compute the new coefficients or compute each of the derivative in the equa-
tion. We chose the latter.

g = tge(=1 — V1 + 42)% + 2ug, (=1 = V1 + 42) (=1 + V1 + 4a)
gy (=1 + V1 + 42)° + ug[-2(1 + 42)7%] + ) [2(1 + 4a)71/7]

= uge[l + 2V1 + 4o + 1 + 4a] + 2ug,(1 — (1 + 4z))

Tyl — 2V1 + 4z + 1 4 4] — 2(1 + 42)"Pue + 2(1 + 42)"?u,
Uy = 2uee (—1 — V1 + 4x) + uen [2(—=1 — V1 + 4z) + 2(=1 + V1 + 42)]
+ gy 2(—1 + V1 + 4x)

Uyy = duge + 2ugy - 4 + upy - 4

= Ugy + Ugy — TUyy =

uge [2 + 4o + 2V1 + 43 + 2ug, (—42) + uyy (2 + 4o — 2V/1 + 42)
—2(1 + 4z) Vg + 2(1 + 4x) Y2,

+2uge (=1 = VI + 47) + ugy (—4) + 2uy, (-1 + VI + o) -

4 (uge + 2uey + uyy) =

(2+4r+2vV1+4r —2 - 2V1 4+ 4 — 4x) uge + (—8x — 4 — 8x)ugy,
+ (2442 — 2T+ 42 — 2 — 21 + 4z — dx) upyy — 2(1 + 42) Y2 (ug — u,) = 0

—4 (1 +4z)ug, — 2(1 + 42)™"2 (ug — u,) = 0
1
Ugnp + 5(1 + 41‘)_3/2 (u§ - ’LLn) =0
Now find (1 + 4x)~%? in terms of ¢, 1 and substitute
1 3/2
5—772—5(1+455)

3(n — &) = (1 + 4a)*"?

(1 + 42)7° = [3(n — &)

1
Uy = — oo (Ue — Uyp)

2[3(n — &)

23



1
Ugn = m (uy — ue)

The parabolic case is easier, the only characteristic is

1
= — K
Y 2x +
and so the transformation is .
E=y— §$
n==x

The last equation is an arbitrary function and one should check the Jacobian. The details
are left to the reader. One can easily show that

A*=B"=0

Also
cr=1

and the rest of the coefficients are zero. Therefore the equation is

Upy =0
In the elliptic case, one can use the transformation z = —(1+4x) so that the characteristic
equation becomes
dy 1x./z
de 2

or if we eliminate the x dependence

dy _dyds _ 113
dz drdz 4 2

Now integrate, and take the real and imaginary part to be the functions £ and 7. The rest
is left for the reader.
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lc.

22 Uy + 20y Uy + yQuyy + Ty u, + yzuy =0
A = 22 B = 2xy C = y?

A = 4x?y? — 422y* = 0 parabolic

dy  2xzy vy
dx 22

dy dx

Y

x x

n==x arbitrarily chosen since this is parabolic
-1 1 1
ngT gyzg &m:P gxy:() gyy:

Ne =1 Ny = New = Moy = Nyy = 0

1 1 1
Uzw = ~5 Uee + 2ugy (_;) + Upy + 22 e
1 1
Ugy = —@U& +U€n§
1 1
Uyy — — Uge — — U
vy y2 §¢ y2 3

Uge — 2aUgy + 22 Upy + Ug — 2Uge + 2TUey + Uge — Ug+
1 1
xy(—; Ug + up) + y2(§ ug) =0

2% Uy + YU, = 0

Upy = — €S uy y =etx therefore y/z = €t

This equation can be solved.

25



1d.

Uggy + TUyy = 0

A=1 B=0 C=x
AN = —dx > 0 if x < 0 hyperbolic
=0 x = 0 parabolic
<0 r > 0 elliptic
Parabolic =z = 0 = Uz = 0 already in canonical form

Hyperbolic r <0 Let ( = —x
A =4 >0

— =+ — = +,/C Note: do = —d(

_ 23/2
n=y SC

Continue as in example in class (See la)

26



le.

Uxx+y2uyy:y
A=1 B =0 C =y

A = —4y* <0 ellipticify # 0

For y = 0 the equation is parabolic and it is in canonical form u,, =

dy +/—4y?

dx 2 W

d

Y _ tide

Y

Iny = +ix + ¢

& =lny +ix

n=lny —ix
1

a = Iny ay, =0 ay = —
Y

0 =ux G =1 By =0

Uy = Ug By + Ugy = ug

Uy = Uy~ + Ug By = —Uqy

Uy = (Ug)e = upp

1 1 1 1
Uyy = Qyua—i—&(ua)y —y2ua+ 5 Uaa

27
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1f.

sin’ & ugy + sin 2z Ugy + cos? Ty =
A = sin’z B = sin 2x = 2sin x cos «

A = 0 parabolic

dy 2sin x cos x
- = e 9 = cot x
dx 2sin” x
y=Insinz + ¢
E =y —Insinzx & = —cotx
n=y e =0
Uy = —cot xug + uyn; = —cot xug
Uy = Ug + Uy
1 2
Uyy = (—cot Tug), = Sl cot” T ug ¢
Uyy = —cot z (ug)y = — cot = (uge + ugy)

Uyy = Uge + 2Ugy + Uy

2
COS™ o
L.H.S. = ug +sin’x

Sln2 T

+ cos® @ (uge + 2ugy + Uyy)
L.H S = costu,,77 + ug

Therefore the equation becomes:

2 _
COS™ T Upy + Us = T

Insine =y —&=n-—¢

sinz = ¢’ ¢ = cos’r =1—sin’?z =1 —2779

x = arcsin e~ ¢

1 — e =9 u,, + ue = arcsin e~ ¢

28
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2a.

y£2/z=c 2>0
eq: y+ 2 xsqri(z) = ¢

char:=solve (eq,y);

chars:=seq (char, c= -5..5);

plot ( {chars},z =0..10,y = —5..5);

(_

+— maple command to give the equation
maple command to solve for y

+— maple command to create several characteristic

curves for a variety of ¢’s.

+— maple command to plot all those curves

Figure 1:

Maple plot of characteristics for 2.2 2a

Figure 2:

Maple plot of characteristics for 2.2 2a
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1 1
2b. y = ixi E(1+4x)3/2+c

14+4x >0

4o > —1

T > —.25

Figure 3: Maple plot of characteristics for 2.2 2b

Figure 4: Maple plot of characteristics for 2.2 2b

30



2c.

In

In y

8] |<

= ¢ parabolic

zet = kx

Figure 5: Maple plot of characteristics for 2.2 2¢
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2
2d. y =+ 523/2 =c

s 23
2
& N

AN

Figure 6: Maple plot of characteristics for 2.2 2d

A/
¥y /
B /
/
o ¥

Figure 7: Maple plot of characteristics for 2.2 2d
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2e. elliptic. no real characteristic

2f. y = Insinx + ¢

1A ~
™~

Figure 8: Maple plot of characteristics for 2.2 2f
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2.3 Equations with Constant Coefficients
Problems

1. Find the characteristic equation, characteristic curves and obtain a canonical form for

Wiy + DUgy + Uyy + Uy + Uy = 2

Ugg + Ugy + Uyy + Uy =0

gy + 10ugy + 3uyy, = v+ 1

Ugg + 2Ugy + 3ty + 4y + Suy +u =€
2Ugy — 4ugy + 2y +3u =0

Ugg + DUgy + 4ty + Tuy =sinw

RO Ao o

2. Use Maple to plot the families of characteristic curves for each of the above.

34



la. dugy + Sugy + Uyy + Uy + uy = 2

A =4
B =5
C =1

A =5 —4.4-1=25-16=9 >0  hyperbolic

d 5+ V9 5+ 3 14
dy _5+£V9 -

dr 2.4 8

1
dy = dx dyzzdx

1
y=x+c y:Zx+c

1
Uy = ue(—1) + uy <_Z>
Uy = ug - 1+ uy - 1

1 25 5
duge + 2ugy + Zunn —dUge — Zuén_ Zunn+ Uge + 2ugy + Uy

1
—u,g—Zun—l—ug—l—u,, =2

All wee, uy, and ug terms cancel out

9 3
—Zuw + Zun =2

35



Ugn = %“n - 3
This equation can be solved as follows:
Let v = u, then ug, = v
= tv -8
This is Linear 1% order ODE
, 1 8
Vo— —v = —=
9
Integrating factor is e3¢
,lg r 8 ,lg
ve 3%) = ——¢e 3
(ve b6y = -
8 8
ve 56 = — 2 e’%‘fdgz —67%‘£+C’(77)
9 3
v==2+4+C(nest
To find u we integrate with respect to 7
8
tn = 3 + 0(77)‘3%6
8 1
u=n+es c1(n) +K(¢)
3 ——

integral of C'(n)

To check the solution, we differentiate it and substitute in the canonical form:

1
ue = 0+ zefer (n) + K' ()



N 1 8+
— Uy = —
377 9

Substitute in the PDE in canonical form

In terms of original variables u(z,y) = Sy — 12) + es W) ¢y (y — i) + K (y — )
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1b. gy + Ugy + Uy + uy = 0

A=1 B=1 C=1 A=1-4=-3<0 elliptic
dy 1+ /-3
dr 2

2dy = (1 + V/3i)da
£ =2y — (1 + V3i) n=2y— (1 -3
—%(§+n)=2y—x

1
5:2—2.@—77):—\/gm
a, = —1 Qy = 2 Qe = 0 gy = 0 Qyy = 0
Bx:_\/g By:o Bmc:O Bxyzo Byy:()

Uga + 2Uqp (—1) (—\/3) + ugg + 3 + Uaa(—2) + Ugp (—2\/5) + AUy — Uq — \/gug =0

~~

Uy

SUga + 3U55 — Uy — \/guﬁ =

1 V3
Ugo + Ugg = gua + ?ug

38



le. Bugy + 10Uz + 3uyy = o + 1
A=C=3 B=10 A =100 — 36 =64 > 0 hyperbolic

dy 1048
de 6

/3
N1/3
1
& = =3 gyzl See = 0 gxy:() gyy:()

Ng = —= ny =1 Nez = 0 Ney = 0 My =0

3 (Ugg(_g)Q + 2ugy (=3) (‘%) Uy <_%>2>

+10 <Ug§(—3) + Ugn <_3 - %) + <_%>>

+3 (uge + 2ugy + tyy) = 7 + 1

1 —

= — =

n ) 3

¢ —n=—gz

3

x—g(n_f)
64 3
Ugn:_;ig(n_g)_%

39



To Find the general solution !

Ugy = %(U—f)—%

ue = = oo (5~ 1) — oxn + 1(6)

u= - s (G~ €)= S+ F(O) + G0
= L nEE ) = g+ F Q) + G )

u(, y) = 10924 (y N %35) y = 32) @x N 335) _6_34 ( N %35) y = 32)

+F(y — 3z) + G(y— 37)

9 -8 1 3 1
—@-?x@—gx) (y—3x)—a<y—§x> (y — 3z) + F(y — 37)
+G (y — 32)

u(z, y) = (—ix— i>(y— 1510)(y—3x)+F(y—3x) + G (y—%x)

128 64 3
check !
3 1 3 3 1
= ——(y — = -3 ——x — —)(—= -3

" <_%x - 634> <y - %x> (78) = 3F'{y = 8z) - %GI <y_ §x>

3 3 3 3 1 1
Y 2 2 _ F' (4 — N
Uy ( 128" 64) (y=32)+ ( 128" 64) (y 3x>+ (y=32)+G (y 3:1;)
1 3 3

9 1
Usr = ~ 752 <—§> (y — 3z) + 1—28(y_ 533) + (—maf - a) - 5(_1—28) (y — 3z)

B <_i> (y_ LE) ~3(-3) (5 - 634) +9F" + G”

128 3 3 128

1 9 1 3 3 1
- -3 — 2 9F" (y — 3 G"
e = o2 (= 30) + 2 (Y= 30) +2 (0w — =) FOF (y = 31) + Gy~ 52)

40



3 3 3 3 1 1 3 3
= Y (g —33) —3 (= 2y m L (y— =) — = (g — =
Hay s W =3 = 30157 — ) Ts W3 3 (et T 6
“3F"(y - 31) — G (y - =)
3 3
3 3 3 3 1
_ 22 22 ol _ 3 G//(__)
HUyy TR T IR Ul L s Y37
3 27 1 3 3 1
4+ 10u, = 2 (y— y—ca) 46 (—p — 2) 4 27F" + ="
BUgy + 10Ugy + 3y, 64(y 3z) + o1 (y 3x)-+ < 12817 64) + +-3
30 15 1 100 / 3 3 10
. 3 = = (y—Z2) - —/— [——p — —) —30F" — =@q"
g W = 37) g W —37) — ( 128" 64) 3
3 3
o . F// "
+6< o 64>+3 436G
12 12 1 64 3 3
— —Z(y—3 - Zg) — = (- 2
a3+ v-30) - 5 (T — )
9 1 1
= —r — —v + -z +1 =x+1

16 16 2
checks
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1d. uyy + 2ugy + 3uy, + 4uy + dSuy + u = €°

A=1 B=2 C=3 A=4-12=-8<0 elliptic

@:72i”_8:1ii\/§
dx 2

y =1+ iV2)x +C

E=y—(1+iV2)z

n=y-(1-iV2s

a=y—x

= —V2 sp=-L

’ v

a, = —1 a, =1 Opg = Ogy = Oy = 0
ﬂx:_ﬂ ﬁyzo ﬁ:m::ﬂxy:ﬁyy:o

Un o (—1)2 + 2uag . \/5 + Ugp * 2
+2 (—uaa + uag(—ﬂ)) 4+ 3 Ugaq +4(—ua —\/§u5) + bug + u = €*

2o + 2ugg + Uuq —4\/§Ug +u =¢€"

Una + Usg = — 2 +2V2u5 — Lu + Le /Y2

42



le. 2uyy — 4Ugzy + 2uy, + 3u = 0

A=C=2 B=-4 A=16—-16 =0 parabolic
dy — —4+0 _ _q

de 4 N

dy = —dx

E=y+x & =1 &§ =1 & =8y =8y =0

n=x 77m2177y:077mm277zy:77yy:0

2 (uge + 2ugy + upy) — 4 (Uee + Ugy) +2uce +3u = 0

2Upy + 3u =0

3
Upy = — U

43



. ugy + dugy + 4uy, + Tuy, =
A=1 B=5
dy 5+ 3 M
LA e N |
dx 2 ~
g =y — 4w 5:1:

n=yYy—-—x I

sin ©

C=4

= 4

= -1

A=2-16=9 >0

gyzl gmx:&vyzgyyzo

77y:1 ﬁxenyZUyyZO

16uge + 2ugy - 4 + upy + 5 (—duge + ugy (=4 — 1) + uyy, (=1))

+4 (uge + 2ugy + upy) + 7(ue + u,) = sin x

—9uey, + T(ug + u,) = sinz

T (u + uy) — = si
= = — = S
’LLgn 9U§ Un 91111'
£§—n= -3z
- n=£
rT = —
3

44
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Figure 9: Maple plot of characteristics for 2.3 2a
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2b. elliptic . no real characteristics
2c. y=3r+c

yz%m—kc

Figure 10: Maple plot of characteristics for 2.3 2c
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2d. elliptic . no real characteristics

2. y=ux+c see 2a

2f, y =4dx + ¢

y=x+c — (see 2a)

Figure 11: Maple plot of characteristics for 2.3 2f
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2.4 General Solution

Problems
1. Determine the general solution of

Ugy — c%uyy =0 ¢ = constant
Ugy — BUgy + 2Uyy =0

Ugg + Ugy = 0

Ugg + 10Ugy + uyy =y

po o

2. Transform the following equations to
UETI =cU

by introducing the new variables

where «, § to be determined

A, Ugy — Uyy + Uy — 2uy +u =0
b. 3ty + Ty + 2uyy +uy +u =0

(Hint: First obtain a canonical form)

3. Show that )

um:aut—i—bux—zu—i—d
is parabolic for a, b, d constants. Show that the substitution
u(z,t) = v(x,t)e%’”

transforms the equation to
b
VUpe = QU + de™ 27
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1
y=+-z + K
c

1

E=y+ —=x
¢
1
n=y - -x
¢

Canonical form:
Ugn = 0

The solution is:

u=f() +gm

4
A =—>0

C

2

hyperbolic

Substitute for £ and 7 to get the solution in the original domain:

u(z,y) = f(y+ %fv) + gy — ;x)

49



1b. ugy — 3ugy + 2uy, = 0
A=1 B = -3 C =2 A=9-8=1 hyperbolic

dy -3+1 72
29 _ 1
dx 2 ~

y = -2z + K,

y=—x + K,

E=y+20 LE=2 §=1

n=y+az =1 =1

Uy = 2ug + uy

Uy = Ug + Uy

Upy = 2 (2uge + Ugy) + 2uey + uyy

= Upe = duge + dugy + Uy,

Ugy = 2 (Uge + Ugn) + Uy + Upy = 2uge + Bugy + upy

Uyy = Ugg + 2Ugy + Upy

Ugg — BUgy + 2Uyy = duge +duey +upy — 3 (2uge + Bugy + upn) +2 (uee + 2uey + uyy)
= TlUgy

= Ugy, =0

The solution in the original domain is then:

u(z, y) = fy + 2x) + g(y + z)

20



leugy + ugy = 0
A=1 B =1 C =0 A =1 hyperbolic

dy —+1£1 0+

= 0
dx 2 ~
y:+l'+K1
y = K
E=y—x &= -1 gyzl
n=y N =0 n =1
Uy = —Ug + Uy N = —U
¢ 77\77/ ¢
=0
Uy = Ug + Uy
Ugy = Utg
Ugy = —Uge — Ugy
Upy + Uy = —Ugy = 0

The solution in the original domain is then:
u=fy—2z)+g@

ol



1d. ugy + 10ugy + uy, = ¥y
A=1 B =10 C =9 A =100 —36 = 64 hyperbolic

dy 10 £ 8 /9
vy _ 1
dx 2 ~
E=y—9¢r & =-9 ¢ =1

n=y—-x n=-1 n =1
uy, = —ue — uy
Uy = Ug + Uy

Use = —9(—9uge — ugy) — (—9ugy — uyy)
= 81U§§ + 18U§n + uﬂﬂ

Uy = =9 (Uge + ugy) — (Ugy + tUyy)
= —9u§§ — 10u§,7 —Unn

Uyy = Uge + 2Ugy + Uy

Ugg + 10Ugy + 9uyy = (81 — 90 + 9) uge + (18—100+18)ug, + (1 — 10 + 9) uy, = y
~~ ~— ——

~ S

—64ue, =y

Substitute for y by using the transformation

§=y— 9%
9 = 9y — 9z
§—9n = -8y
~9n =&
y= 73
97
Uy = —& _ & 9,
" —64 512 512

3 9

Y = 512 T 512
To solve this PDE let & be fixed and integrate with respect to n
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9 1
== 551 5yt IO
_1§2n 9 1 9
=351 25t THO 0

The solution in zy domain is:
(y — 92)*(y — =) 9

u(z, y) = — (y — 9z)(y — 2)> + F(y — 9z) +g(y — =)

1024 1024

23



2a. Ugpy — Uyy + Uy — 2uy +u = 0

U = Ue_(af-l-ﬂn)

A=1 B =0 C =-1 AN =4 hyperbolic

+2
w=p =
=y —u
n=y+zx
Uy = —Ug + Uy
Uy = Ue + Uy
Upy = —(—Uge + Ugy) + (—Uegy + Upy) = Uge — 2ugy + Upy

Uyy = Ugg + 2Ugy + Upy

—4ue, — 3ue + 3u, — 2ug — 2uy +u =0

—4ugy, — dug + upy +u =0

U = we (@é+8m — 4 — [7elaé+8n)

ug = Ug el®SH0M 4 o el@E+5m)

Uy = Uy, el@ETAM 1 g elat+hn

Uey = Ugne(afﬂin) + 5U£e(a§+ﬁn) + aUne(aerﬂn) + aBU @€+
—4Uey, — 48U — 40U, — 4aBU — 5U; — 5aU + U, + U + U =0

—4Uey + (=48 — 5)Us + (—4a + 1)U, + (—4af —da + + 1)U = 0

I3 I3 I3
B = —5/4 a=1/4 —4(1/4)(-5/4) — 5(1/4) + (=5/4) + 1 =—1/4
AU, — %U =0
1 .
Uey = — 16 U required form

o4



2b. Bugy + Tugy + 2uyy + uy +u = 0

A=3 B=7 C =2 AN =49 — 24 = 25 hyperbolic

Ve
dy _ 751
der 6 3

E=y-2 &=-2 §=1I

Uy = Ug + Uy
1 1 1
Uzy = —2 <_2“§§ - §“£n> 3 <_2“£n - g%n)

4 1
Upr = 4u§§ + S Ugy + §unn

3
1
Ugy = _2(“56 + “fn) - g(uén + unn)
7 1
Ugy = —2Uge — g“fn - gunn

Uyy = Uge + 2Ugy + Upy

49
dug, — g’LLgn + dugy + ug + upy +u =0

—%u§n+u§+un+u:0

Use last page:

~2
T(Ugn—i—ﬂUg—l—OzUn—FaﬁU)+U§+aU+Un+ﬂU+U:0
95 ~% ~% ~%
Ve + (S04 1)Ut (e 1) U+ (Sras+as g+ 1)U =0
3 3 3 28
B =3/2 o = 3/2 % "2 2% T3
—25 28
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2
um:aut+bux—zu+d

A=1 B=C=0 = A =0 parabolic

dx . . . .
i 0 already in canonical form since u,, is the only 2"¢ order term
u = ves®

b

b
Uy, = vze2’ + 51}62

b b 7
Upy = Ugp€2® + buge2” + ZUGZI
up = vte%‘”
b? b b? _by
= Um—l—bvx+zvzavt+b vx+§v —Zv—i-de 2

Since v, and v terms cancel out we have:

b
Upe = aU; + de 27
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CHAPTER 3
3 Method of Characteristics

3.1 Advection Equation (first order wave equation)

Problems
1. Solve 5 5
w w
— —3—=0
ot oxr
subject to

w(z,0) =sinx

2. Solve using the method of characteristics

ou  Ou o,

. o + Co-=¢ subject to u(z,0) = f(x)
0 0
b. 8—1; + xa—z =1 subject to u(x,0) = f(x)
0 0
c. 8—1: + 3ta—Z =u subject to u(z,0) = f(x)
ou ou
L= =2 =€ ' =
d T 9 = ¢ subject to u(x,0) = cosx
ou  ,0u , -
e 5 —t 5 = U subject to u(x,0) = 3e
3. Show that the characteristics of
ou ou
A, Wity
ot * Y or
u(x,0) = f(x)
are straight lines.
4. Consider the problem
ou 49 ou 0
- Uu— =
ot Ox
1 <0
u(z,0) = f(r)=q¢ 1+F 0<x<L
2 L<z

Determine equations for the characteristics
Determine the solution u(x,t)

Sketch the characteristic curves.

Sketch the solution u(x,t) for fixed ¢.

/eo oe
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1.

dz
dt
dw
dt

-3

=0

The solution of the first gives the characteristic curve

T + 3t = xp

and the second gives

The PDE can be rewrriten as a system of two ODEs

w(z(t),t) = w(x(0),0) = sinxy = sin(x + 3t)

w(x,t) = sin(z + 3t)

2.a. The ODEs in this case are

dt
du 9z
a €

Solve the characteristic equation

T = ct + x
Now solve the second ODE. To do that we have to plug in for x

du
dt

— 62(1:0 +ct)

1
u(z,t) = e* 2—62Ct + K

c

= €

2xo 2ct

The constant of integration can be found from the initial condition

1
f(zo) = u(wp,0) = —e* + K
2c
Therefore 1
K = f(.’L'U) — %621:0
Plug this K in the solution
u(z,t) = i62:’30+26t + f(xo) — ie%‘)
’ 2¢ 2¢
. _ 1 2z 1 2(x — ct)
Now substitute for xy from the characteristic curve | u(z, t) 5.¢ T flx — ct) — 20 ¢
¢ ¢
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2.b. The ODEs in this case are

dv
% =X
dt
Solve the characteristic equation
Inx =1t + Inxz or T = xpe

The solution of the second ODE is
u=1t+ K and the constant is f(zo)

u(z,t) =t + f(xo)

Substitute o from the characteristic curve |u(z,t) =t + f (a: e_t)

2.c¢. The ODEs in this case are

dx
— =3t
dt
du
— = Uu
dt
Solve the characteristic equation
3 o
= 2+
T 5 Zo
The second ODE can be written as
du
— =dt
u

Thus the solution of the second ODE is

Inu =t + InK and the constant is f(zo)

u(@,t) = f(zo) €'

Substitute o from the characteristic curve |u(z,t) = f (x - = t2> e’
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2.d. The ODEs in this case are

dx
- 9
dt
d_u — 6290
dt
Solve the characteristic equation
r = —2t 4+ xg

Now solve the second ODE. To do that we have to plug in for x

du _ o2(z0 —2t)

i

2xg —4t

= € €

1
u(z,t) = ¥ <_Z€_4t> + K

The constant of integration can be found from the initial condition

1
cos(zg) = u(wy,0) = — Zeho + K

Therefore 1
K = cos(zg) + 162:’30

Plug this K in the solution and substitute for xy from the characteristic curve

1 1
u(z,t) = — Z62(:n+21t) et 4 cos(z + 2t) + ZeZ(gz,=+2t)

1
u(z,t) = 162“" (e4t - 1) + cos(z + 2t)

To check the answer, we differentiate

1
Uy = 56” (e4t — 1) — sin(z + 2t)

1
U = Zeh (4 e4t) — 2sin(z + 2t)
Substitute in the PDE

1
u, — 2u, = et — 2sin(z + 2t) — 2{5 e (e4t - 1) — sin(z + 2t)}

= ¥ et — 2sin(z + 2t) — e 4 €2 4 2sin(x + 2t)
= ¥ which is the right hand side of the PDE
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2.e. The ODEs in this case are

d_x = _¢2
dt
du
— = —Uu
dt
Solve the characteristic equation
t3
r=——+
3 0
Now solve the second ODE. To do that we rewrite it as
du
— = —dt
U

Therefore the solution as in 2c¢
Inyu = —t + InK and the constant is 3 e"0

Plug this K in the solution and substitute for xy from the characteristic curve

Inu(z,t) = In [3 e$+%t3} —t

u(z,t) = 3t tal gt

To check the answer, we differentiate
u, = 3¢ (t2 — 1) st

13 _
uy = 3eest !

Substitute in the PDE
up — tPuy = 3eTest® =t _ 42 {3693 (t2 — 1) e%tg_t}

= 3efest ! [(t2 - 1) - tQ] = 3¢t =y

61



3. The ODEs in this case are p
x

) ]
a Y
dt

Since the first ODE contains x, ¢ and u, we solve the second ODE first

u(z,t) = u(z(0),0) = f(x(0))
Plug this u in the first ODE, we get

dx
- = 2/ (@(0))

The solution is
x = x0 + 2tf(20)
These are characteristics lines all with slope
1
2f (CUU)

Note that the characteristic through z;(0) will have a different slope than the one through
x9(0). That is the straight line are NOT parallel.
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4. The ODEs in this case are

7 2u
du
E 0
with
1 z <0
u(x,())f(x){ 1+7 0<z<L
2 L<zx

a. Since the first ODE contains z, t and u, we solve the second ODE first
u(z,t) = u(x(0),0) = f(=(0))
Plug this u in the first ODE, we get

dx
& = 24(=(0))

The solution is
x = xy + 2tf(zg)

25

Figure 12: Characteristics for problem 4
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b.  For zy < 0 then f(zy) = 1 and the solution is

u(z,t) =1 onx = xo + 2t

or
u(z,t) =1 onx < 2t
For zyp > L then f(zy) = 2 and the solution is
u(z,t) = 2 onx >4t + L
For 0 < xy < L then f(xy) = 1 4+ xy/L and the solution is
u(x,t):1+% onxz?t(l—l—%)—i—ﬂjo
That is

r — 2t
= L
SV

Thus the solution on this interval is

(t) 1+x—2t 20+ L +x — 2t z + L
u\x = = =
’ 2t + L 2t + L 2t + L

Notice that u is continuous.

19r

181

171

16

15 u=(x+L)/(2t+L)

1.4r

131

1.2

11pu=1

I I I I I
-5 0 5 10 15 20 25

x=2t X=4t+L

Figure 13: Solution for problem 4
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3.2 Quasilinear Equations
3.2.1 The Case S =0, ¢ = ¢(u)

Problems

1. Solve the following

0
a. a—? =0 subject to u(z,0) = g(x)
ou .
b. 5 —3zu subject to u(z,0) = g(x)
2. Solve
ou
— =Uu
ot
subject to
u(z,t) =14 cosz along z+2t=0
3. Let
Ou + Ou 0 constant
—+c—= ¢ = constan
ot Oz

a. Solve the equation subject to u(z,0) =sinz
b. If ¢ > 0, determine u(z,t) for z > 0 and ¢ > 0 where

u(z,0) = f(z) forx >0
u(0,t) = g(t) fort >0

4. Solve the following linear equations subject to u(z,0) = f(x)

a. @+c%:e’3xb. @+t%:5
ot ox ot ox

¢ % — tZ@ = —u

Cot Ox

d. %—l—x% =1t
ot ox
ou ou

5. Determine the parametric representation of the solution satisfying u(x,0) = f(x),

Ou  ,0u

5 u%:?)u
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ou
b. — 4+
o +t7u

6. Solve

subject to

ou
— = —u

or

@ + tzu@ =
ot or

u(z,0) = z.
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1.
a. Integrate the PDE assuming z fixed, we get

u(z,t) = K(x)

Since dz/dt = 0 we have © = zy and thus

u(@,1) = u(w,0) = K(x0) = g(x0) = g()
u(z,t) = g(z)

b. For a fixed x, we can integrate the PDE with respect to ¢

d
e K(x)
u

Inu — Ine(x) = —3ut

u(z,t) = ce "

Using the initial condition
u(z,t) = f(z)e ™
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2. The set of ODEs are

dz du
dt amty T
The characteristics are x = constant and the ODE for u can be written
d
M
U
Thus
u(z,t) = k(x)e
Onzxz = —2tor x + 2t = 0 we have

1+ cosz = k(x)e|pe o = k(z)e 2
Thus the constant of integration is
k(z) = e> (1 + cosz)
Plug this in the solution u we get

u(z,t) = (1 4 cosz) ezt

Another way of getting the solution is by a rotation so that the line z + 2t = 0 becomes
horizontal. Call that axis &, the line perpendicular to it is given by ¢ — 2x = 0, which we
call 7.

So here is the transformation

E=x+2t
n =1t—2x.

The PDE becomes: . .
Ug + §u" = §u
and the intial condition is:

5

2 2
77|€:0 = 1+cos=n

u(77,£:0):1+(:osg 2

Rewrite this as a system of two first order ODEs,

dn 1
e~ 2
n(0) = «a
du(n(§),§) _ 1
d¢ 2
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2
u(n(0),0) = 1+ cos at
The solution of the first ODE, gives the characteristics in the transformed domain:
1
n= 55 ta

The solution of the second ODE:

1
u(n(©).€) = Ke2"

Using the initial condition
2
1+ cos ga =K

Thus
1

u(n(€),€) = (1+cos§a>ez

1
But a =1n— 55 thus

Now substitute back:
e Ly
— = —I
2 2
5

n—%fz (t—2x)—(%m+t) = 5%

Thus

1
—r+t
u(z,t) = (1+ cosx)e2 :
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3. a. The set of ODEs to solve is
d d
T . u o 0

dt dt

The characteristics are:
T = x5 + ct

The solution of the second ODE is
u(z,t) = constant = wu(xg,0) = sinxg
Substitute for zy, we get

u(z,t) = sin(z — ct)

b. For z > ct the solution is u(z,t) = f(z — ct)

But f(z) is defined only for positive values of the independent variable z, therefore
f(z — ct) cannot be used for z < ct.

In this case (r < ct) we must use the condition

u(0,t) = g(t)

The characteristics for which zy < 0 is given by x = xy + ct and it passes through the
point (0,%) (see figure). Thus x = c(t — tp) and u(0,t9) = g(ty) = g (t - %)

t

x-ct<0 x-ct=0

2F u(0,t)=g(t)

~ct>0

u(x,0)=f(x)

-1t

) I I I I
-4 -2 0 2 4 6 8

Figure 14: Domain and characteristics for problem 3b

The solution is therefore given by

f(z —ct) forx—ct > 0

u(z,t) = g(t—%) forz—ct <0
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4.a. The set of ODEs is
dx du 3z
dt dt
The solution of the first is
T = x5 + ct
Substituting x in the second ODE

du

o —3(zo+ct)
dt

= €

Now integrate
1
u(z,t) = K + e 30— g3

—3c
At t =0 we get
f(xo) = u(x0,0) = K + 6_3%—3
—3c
Therefore the constant of integration K is
K = flo) + e
0 3¢
Substitute this K in the solution
u(z,t) = f(ag) + e ™ Ll s
’ 0 3c 3c

Recall that zp = x — ¢t thus

1 1
u(z,t) = flx —ct) + 56_3(’”_“) - 56_3’”

b. The set of ODEs is

de v
dt dt
The solution of the first is
T = xo + %tQ

Now integrate the second ODE
u(z,t) = 5t + K

At t = 0 the solution is
u(zo,0) = f(zg) = K plug t = 0 in the solution u

Thus when substituting for xy in the solution

u(z,t) = 5t + f (x - %ﬁ)
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c. The set of ODEs is

dx 2 du
_— = — — = U
dt dt
The solution of the first is
T = Ty — gt?’

Now integrate the second ODE
Inu(z,t) = —t + In K

or
u(z,t) = Ke™

At ¢ = 0 the solution is
u(zo,0) = f(zg) = K plug t = 0 in the solution u

Thus when substituting for zy in the solution

u(z,t) = et f (m + %t?’)

d. The set of ODEs is

dx @—t
dt dt

The solution of the first is
Inx = Inxy + ¢

or
T = xpe
Now integrate the second ODE
1
u(z,t) = 5752 + K

At ¢t = 0 the solution is
u(zo,0) = f(zg) = K plug t = 0 in the solution u

Thus when substituting for zy in the solution

u(z,t) = %tQ + f (xe_t)
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e. The set of ODEs is
dv du
a " a
The solution of the first is
Inx = Inxy + ¢

or
T = xp€
Now substitute x in the second ODE
du '
— = g€
dt 0

and integrate it
u(z,t) = e'zg + K

At t = 0 the solution is
u(z9,0) = f(zg) = K + plug ¢ = 0 in the solution u
Thus when substituting K in u
u(z,t) = xoe' + f(xo) — xo
Now substitute for zy in the solution

u(z,t) = x + f (a:eft) —ze!
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5.a. The set of ODEs is

dz _ _ 2 du
dt dt

The solution of the first ODE requires the yet unknown w thus we tackle the second ODE

= 3u

d
M 3at

u
Now integrate this
Inu(z,t) = 3t + K or u(z,t) = Ce
At t = 0 the solution is
u(x,0) = f(zg) = C
Thus
u(z,t) = f(xg)e™
Now substitute this solution in the characteristic equation (first ODE)

dz

== (fan) €)= = (fla))?

Integrating
v = = () [ = < (Fm)P e + K
For t = 0 we get
ro = 2 ()’ + K
Thus 1
K =2+ < (fl))?
and the characteristics are

1

2 6t 1 2
v == (f@0)” e + 20 + < (f(an)

“Solve” this for xy and subsitute for u. The quote is because one can only solve this for
special cases of the function f(zy).

U(l‘, t) = f(l'o) e’
The implicit solution is given by

v == (@) e+ zo + b (f(20))?
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b. The set of ODEs is

dt dt
The solution of the first ODE requires the yet unknown w thus we tackle the second ODE
du

U

= —dt

Now integrate this
Inu(z,t) = -t + K or u(x,t) = Ce™*
At t = 0 the solution is
U(IE0,0) = f(x(]) =C

Thus
U(:U,t) = f(xO) eit

Now substitute this solution in the characteristic equation (first ODE)

dx
% = t2f(x0) e*t

/dx = f(xp) /t2 e ' dt

Integrate and continue as in part a of this problem

or

r = f(xo) [—t26_t — 2te™t — 2e7t + C’]
For t = 0 we get

Thus
Cf(.ﬁb'[)) = 2y + Qf(.ib'[))

and the characteristics are
T = f(x) [—t2 — 2t — 2} et + zy + 2 f(wo)

“Solve” this for xy and subsitute for u. The quote is because one can only solve this for
special cases of the function f(zy).

U(:U,t) = f(x()) e_t
The implicit solution is given by
T =—flzo) [t* + 2t + 2] e " + mo + 2 f(x0)
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6. The set of ODEs is
d_x = t’u d_u =35
dt dt
The solution of the first ODE requires the yet unknown w thus we tackle the second ODE
du = 5dt

Now integrate this
u(z,t) = 5t + K

At t = 0 the solution is
u(zg,0) = f(xg) = 19 = K

Thus
u(z,t) = xo + 5t

Now substitute this solution in the characteristic equation (first ODE)

dz

— = 5¢° 2
dt + Zo
Integrate
0 th + L txyg + C
r = - -t
4 3770

For t = 0 we get

Thus
C = )
and the characteristics are . )
SO
Solve this for x
r— 3¢
T =
‘T le
x — 2
.. ) 2
The solution is then given by |u(z,t) = 5t + Tiip
3

76



3.2.3 Fan-like Characteristics
3.2.4 Shock Waves

Problems

1. Consider Burgers’ equation

dp 20 | dp _ &p
+ Umaz [1 ] e l/am2

ot

pma:v

Suppose that a solution exists as a density wave moving without change of shape at a velocity
V, pla,t) = f(z - V).

a. What ordinary differential equation is satisfied by f

b. Show that the velocity of wave propagation, V', is the same as the shock velocity
separating p = p; from p = ps (occuring if v = 0).

2. Solve 5 5
p 20p
Zr - _0o
ot e 0z
subject to
4 <0
p(a:,())—{ 3 ZL‘>O
3. Solve 9 9
in in
— +4du— =0
ot T
subject to

4. Solve the above equation subject to

2 r< -1
u(x,()):{g x> —1

5. Solve the quasilinear equation
ou ou 0

— tu— =
ot "ox
subject to
2 x<?2

u(x’o):{?) x> 2

6. Solve the quasilinear equation

@—l—u@—o
ot or

7



subject to

u(z,0)=¢ =z 0<z<1
1<z

—_

7. Solve the inviscid Burgers’ equation
ug + uu, = 0
2 for z <0
u(z,0) =< 1 for 0 <z <1
0 for =z > 1

Note that two shocks start at £ = 0, and eventually intersect to create a third shock.

Find the solution for all time (analytically), and graphically display your solution, labeling
all appropriate bounding curves.
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1. a. Since

pla,t) = flz = Vi)

we have (using the chain rule)

pr = f'l@ = Vi) - (=V)

pe = fllw = Vi) -1

pra = f"(x = V1)

Substituting these derivatives in the PDE we have
2f(z — Vi)

pma:L‘

—V f'(x = V) + tmaa (1 — )f’(x — Vi) =vf'(z — Vi)

This is a second order ODE for f.
b. For the case v = 0 the ODE becomes

_Vf,(x o Vt) + Umag (1 - Qf(x — Vt)

fllx = Vt) =0
Pmaz ) ( )
Integrate (recall that the integral of 2f f is f?)

—V f(x — V) + Upaz <f(x — Vi) — M) = C

pma:v

To find the constant, we use the following
As x — 0o, p — po and as x — —o0, p — py, then

P
_Vp2+umaw <p2_ 2 > =C

pmaw

Pt
_Vpl + Umag (pl - ) =C

pmax
Subtract ) )
_ P . M _
V (P1 P2) + Umaz | P2 P Umaz | P1 P =0
Solve for V , ,
(= ) e (0 )
P2 — pP1
This can be written as "
V:umax_ maw(p1+p2)
Note that (1) is
vl

since

2
p
q = Umaz <P - >
Pmaz

Thus V' given in (1) is exactly the shock speed.
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2. The set of ODEs is

dx 9 dp
R — =0
at ~ " dt
The solution of the first ODE requires the yet unknown p thus we tackle the second ODE
dp =0
Now integrate this
plz,t) = K

At t = 0 the solution is

4 <0

p(a:o,O):K:{g x>0

Thus
p(z,t) = p(wo,0)

Now substitute this solution in the characteristic equation (first ODE)

dx
E = pz(xﬂa 0)

Integrate
= p*(20,0)t + C

For t = 0 we get
Zo :O+C
Thus
CZZUU

and the characteristics are
x = p*(20,0)t + xg

For zy < 0 then p(xy,0) = 4 and the characteristic is then given by x = xy + 16t
Therefore for vy = ¢ — 16t < 0 the solution is p = 4.

For zy > 0 then p(x9,0) = 3 and the characteristic is then given by x = xy + 9¢
Therefore for zp = v — 9¢ < 0 the solution is p = 3.

Notice that there is a shock (since the value of p is decreasing with increasing x). The
shock characteristc is given by

dry _ 3-4 — 3.3 364 —27) 37
dt 4-3 1 3

The solution of this ODE is

37
Ty = Et + z4(0)

x5(0) is where the shock starts, i.e. the discontinuity at time ¢ = 0.
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0.8

0.6

p=4 X, =(37/3)t

0.4

0.2

-0.2 I I I I I I I I I
-2 -1 0 1 2 3 4 5 6 7 8

Figure 15: Characteristics for problem 2

Thus z,(0) = 0 and the shock characteristic is

x—3—7t
3

See figure for the characteristic curves including the shock’s. The solution in region I above
the shock chracteristic is p = 4 and below (region II) is p = 3.
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up + 4duu, = 0

3 v <1
2 z>1

Shock again

The shock characteristic is obtained by solving:

dt 3—2

dvy, 2-3% —2.22
e R, V)

zs = 10t + x,(0)
=1

r, = 10t + 1

Now we solve the ODE for u:

du

i 0 = u(x, t) = u(zo, 0)

The ODE for z is:

r = 4u(zg, 0))t + xo

— = 4du = 4du(xy, 0)

or u; + (2u®),

If ry < 1 To = x — 12t = r <1+ 12t

To < 1 To = — 8t = z>1+4+ 8t
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4.

Solve
up + 4duu, = 0
2 v < ~1
u(z, 0) =
3 > -1
d
d_;b =0 u(z, t) = u(zo, 0)
d
d—f = 4u = 4u(xo, 0)
dr = 4u(xg, 0) dt
x = 4u(xg, 0) 1 +
For zy < —1 r = 8t + xp = r — 8 < —1
Tg > —1 r = 12t + x = r — 12t > —1

2 r <8 —1
u(z,t) =¢ 7 8t — 1<z <12t -1
3 x> 12t — 1
r = 4dut + To

—~
=—1 discontinuity
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3

291

2.8

271

2.6

25F u=(x+1)/(4t)

2.4

231

2.2

% 0 5 10 15 20 25 30 3 40
x=t-1 x=12t-1
Figure 16: Solution for 4
up + uu, = 0
2 <2
u(z, 0) =
3 x> 2
fan
d
d—Q: =0 =z t) = u(x,0)
d
d_f = u = u(xo, 0)
U
x = tu(z, 0) + xp
For xy < 2 T =2t + x = T — 2t < 2
For xy > 2 z = 3t + xp = T — 3t > 2
x = tu(xg, 0) + xo at discontinuity zo = 2

we get v = tu + 2
T — 2
t

u =
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291

2.8

271

2.6

251

2.4

231

2.2

21r

u=(x-2)/t

0.9

0.8F

0.7

0.6

0.4-

0.3

0.2

0.1

. . . .
0 5 10 15 20 25
X=2t42 x=3t+2

Figure 17: Solution for 5

I I I
-2 -1 0 1 2 3
X

Figure 18: Sketch of initial solution

0 <0
u(z,0) =< = 0 <z <1
1 z>1

du
dt



0.9r

0.8

0.7

0.6

0.5F

0.4r

0.3F

0.2r

0.1r

u=x/(1+t)

.
0 5 10
X=t+1

Figure 19: Solution for 6

d
d_j u = u(zg, 0) = x = tu(xy, 0) + xo
For xy < 0 r=1t-04+ x = T = X
0 <z <1 x = txy + 29 = r =z (1 + 1)
1 < xg T =1+ x = T =1+ x9

Basically the interval [0, 1] is stretched in time to [0, 1+ t].
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up + uu, = 0

2 for x <0
u(r,0) =< 1 for 0 <z <1

0 for z > 1

First find the shock characteristic for those with speed v =2 and u =1

1 ,? 1o 5 3
ol = 5u = 5@ 1) =3
ul =2-1=1
Thus
dr, §
)
and the characteristic through x = 0 is then
Ty = §t
2

! 1
la] = Su?| = 5(17=0%) = 5
0 2
ul =1-0=1
Thus
dry 1
dt 2
and the characteristic through x = 1 is then
1

Now these two shock charateristic going to intersect. The point of intersection is found
by equating x, in both, i.e.

1t+1—3t
2 2

3
The solution is ¢t = 1 and z, = 7 Now the speeds are u =2 and u =0
2 Lo 2
Q) = 507 = 5@ -0 =2
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2.5

15F

0.5F

Thus

dz,

dt
and the characteristic is then
zs =t + C.

3
To find C', we substitute the point of intersection t = 1 and z, = 3 Thus

3
- =1 C
5 +
or .
C = -
2
The third shock characteristic is then
1

The shock characteristics and the solutions in each domain are given in the figure above.
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3.3 Second Order Wave Equation
3.3.1 Infinite Domain

Problems

1. Suppose that
u(z,t) = F(x — ct).

Evaluate
ou
a o (x,0)
ou
b. G_x(o’ t)

2. The general solution of the one dimensional wave equation
U — AUy = 0

is given by
u(z,t) = F(x — 2t) + G(x + 2t).

Find the solution subject to the initial conditions
u(z,0) = cosx — 00 < 1 < 00,

u(z,0) =0 —o00 < x < o0.

3. In section 3.1, we suggest that the wave equation can be written as a system of two first
order PDEs. Show how to solve
Uy — gy = 0

using that idea.
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la.

Use the chain rule:

ou dF(x — ct)
ot d(x — ct)
att =0
ou _ dF(x)
ot — " dr
1b.
Ou _ dF(z — ct)
ox  d(z — ct)
atz =0

Ou _dF(=ct) _ 1dF(-ct) _ p oy

oz d(—ct) c dt

/]\

differentiation with respect to argument
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2. wu(x, t) = F(x —2t) + Gz + 2t)
u(x, 0) = cos x
ug (x, t) = 0
u(x,0) = F(z) + G(z) = cos x (*)
ug (x, t) = —2F" (x — 2t) + 2G" (x + 2t)
= uy(z,0) = —2F" (z) + 2G" (x) = 0
Integrate = — F' (z) + G (v) = constant = k (#)

solve the 2 equations (*) and (#)

2G(x) = cosz + k

G(z) = 5 cosz + 1k

2F(x) = cosx — k

F(z) = 5 cosz — 3k
We need F(z — 2t) = F(z — 2t) = 1cos(z — 2t) — 1k
G(z + 2t) = Scos(z + 2t) + 3k

= u(z, t) = 5 cos(z — 2t) + 5 cos(z + 2t) — 3k + 3k

u(z, t) = % {cos (x — 2t) + cos(z + 2t)}
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3. The wave equation
Uy — gy = 0

can be written as a system of two first order PDEs

ov ov

E—C%:O

and
ou ou

o " ‘o
Solving the first for v, by rewriting it as a system of ODEs

= V.

dv
dt

dx

dt

=0

= —c
The characteristic equation is solved

T = —ct + 2

and then
v(z,t) = v(x,0) = V(r+ ct)

where V is the initial solution for v. Now use this solution in the second PDE rewritten as

a system of ODEs
du
- = V(z + ct)
dr
prial
The characteristic equation is solved

T = ct + x

and then J
d—? = V(z +ct) = V(xg+ 2ct)

Integrating
t
u(zo,t) = / V(o + 2c7)dT + K(x0)
0

Change variables
2 = g+ 2cT

then
dz = 2cdr
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The limits of integration become zy and xy + 2¢t. Thus the solution
zo+2ct
u(zo, 1) = / S V(2)dz + K (o)
ts) 20
But ©g = ¢z —ct

ztct |
u(z,t) = /x Q_CV(Z)dZ + K(x — ct)

—ct

Now break the integral using the point zero.

xr—ct ]_ x+ct ]_
w(z,t) = K(z - ct) — /0 5 V(=) +/0 5 Vi)

The first two terms give a function of x — ¢t and the last term is a function of = + ct, exactly
as we expect from D’Alembert solution.
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3.3.2 Semi-infinite String
3.3.3 Semi-infinite String with a Free End

Problems

1. Solve by the method of characteristics

o v>0
subject to
u(z,0) =0,
ou
—(2,0) =0
gt (&0 =0,
u(0,t) = h(t).
2. Solve 5 52
U 5 0%u
ﬁ—CwZO, .ZU<0
subject to
u(z,0) = sinz, <0
0
8—1;(:@0):0, z<0
u(0,t) = e, t > 0.
3. a. Solve 5 52
U 5, 0%u
ﬁ—CwZO, 0<.ZU<OO
subject to
0 0<zx<?2
u(z,0)=¢ 1 2<x<3
0 3<zx
ou
—(2,0) =0
g (©0) =0,
ou
—(0,t) =0
“0,1)

b. Suppose u is continuous at x =t = 0, sketch the solution at various times.

4. Solve

subject to

Pu_ 0

atZ C@ZO, l‘>0, t>0

u(z,0) =0,
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ou

E(x,@) =0,
ou
%(o,t) = h(t).

5. Give the domain of influence in the case of semi-infinite string.
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1.

x—Ct<0

- 2r u(0,H=h(t)

P(x,t)
x—ct>0
D(0,t - x /c)

u(x,0)=0 and u, (x,0)=0
. . .

C(x—ct,0) B(ct-x,0) A(x+ct,0)

I I I I I
-5 -4 -3 -2 -1 0 1 2 3 4
X

Figure 21: Domain for problem 1

Uy — CUpy = 0
u(z, 0) =0
u(z, 0) =0
u(0, t) = h(t)

Solution u(z, t) = F(z — ct) + G(z + ct)

(*)

F@) = 35@) - 5 [ atar

(#)
1

Glr) = 5 £(x) +

5 /0 g(r)dr
since both f(z), g(x) are zero.
Thus for x — ¢t > 0 the solution is zero

(No influence of boundary at x = 0)

Forz —ct <0 u(0, t) = h(t)

4
F(—ct) + G(ct) = h(t)

u(z, t) = F(z — ct) + G(z + ct)
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but argument of F is negative and thus we cannot use (*), instead
F(—ct) = h(t) — G(ct)
or F(z) = h(7%) — G(—z) for = < 0
Flr — ct) = h(~25%) — G(~(x — cf)
= h(t — %) — G(ct — z)
u(z, t) = F(z — ct) + G(z + ct)

=Wt —%) — G(ct — z) + G(z + ct)

7ero 7ero

since the arguments are positive and (#) is valid
= u(zr,t) =h(t—-2) for 0<z<ct
C

u(z,t) =0 for x —ct >0
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2.

x+ct>0
- 2f u(0,t)=en(-t)

x+Ct<0

u(x,0)=sin x and u, (x,0)=0

I I I I I I I I
-5 -4 -3 -2 -1 0 1 2 3 4
X

Figure 22: Domain for problem 2

Uy — Uy = 0 x <0
u(z, 0) = sin x r <0
u(x, 0) = 0 r <0

u(0,t) = e* t>0
u(z, t) = F(z — ct) + G(z + ct)
3 sin

since f =sinz, g =0
sin x

%
From boundary condition

u(0,t) = F(—ct) + G(ct) = 7!

If x + ¢t < 0 no influence of boundary at z = 0

= u(z, t) = $sin(z — ct) + § sin(z + ct)

= sin x cos ct

after' some trigonometric manipulation
If x + ¢t > 0 then the argument of G is positive and thus
G(ct) = et — F(—ct)
or G(z) = e ?° — F(—2)

_z+tect

= G +ct)=e"< — F(—(z + ct))
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Therefore:

u(z, t) = F(x — ct) + G(z + ct)

_ztct

=F(x —ct)+ e — F(—xz — ct)

= s sin(z — cf) + e — s sin(—x — ct)
—_—
— sin (z + ct)

xr+ct

1
sin (z — ct) — 5 sin (z + ct) +e ¢

(DO | —

e

cos ct sin x

sin x cos ct
= u(x, t) =

. _zxct
sinxcosct + e
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3a. uy = Uy, 0 <2 < o0

u.(0,t) =0
0 0<z <2
w(z,0) =<1 2<2z<3
0 >3
u(z, 0) =0

u(z, t) = F(z — ct) + G(z + ct)

F@) = 306 - o [[o@de= 55w ¢E0 w >0
G@) = 5 @) + 5 [ o€de = 5f@)  g=0 23>0
u(, 1) = f(x—l—ct)—;f(x—ct), v s ot
u,(0,t) = F'(—ct) + G'(ct) = 0
= F'(—ct) = —G'(ct)
F'(—2) = —=G'(»)
Integrate
—F(-2) = -G(2) + K
F(-2) = G(z) — K
= Fx—-c)=-G(ct —-2) - K r —ct <0

=sf(t—2) - K r —ct <0

= wu(z,t) = Lf(x+ct)+ 5flct —2) - K
To find K we look at 2 =0,t =0 u(0,0) = 0 from initial condition
but u(0,0) = 3 f(0) + 3f(0) = K = f(0) — K
—_———
=0 from above
= K=0

flz + ct) + f(et — x)

= u(x, t) = 5
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x-ct<Q

x-ct>0

Figure 23: Domain of influence for problem 3

3b.
flx + ct) + f(z — ct) s ot
u(z, t) = .
flx + ct) + f(ct — x) <ot
2
where

(1 Region I

u(z, t) = Region 11

L 0 otherwise

In order to find the regions I and II mentioned above, we use the idea of domain of
influence. Sketch both characteristics from the end points of the interval (2,3) and remember
that when the characteristic curve (line in this case) reaches the t axis, it will be reflected.

As can be seen in the figure, the only region where the solution is 1 is the two triangular
regions. Within the three strips (not including the above mentioned triangles), the solution

1
is 3 and for the rest, the solution is zero.
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Xx—Ct<0

u, (0,)=h(t) x—ct>0

u(x,0)=0 and u, (x,0)=0

Figure 24: Domain for problem 4

4. Ut — CZ Uy = 0
general solution

u(z, t) = F(x — ct) + G(z + ct)
=0

For x — ¢t >0 u(z, t) since u = u; = 0 on the boundary.

For x — ¢t < 0 we get the influence of the boundary condition

s (0, 8) = h(t)

Differentiate the general solution:

Up (1,8) = Fllz —ct) - 1+ G'(z +¢t) - 1 = dj(y:;;” + djﬁ”jj’

chain rule
prime means derivative with respect to argument

Asxz = 0:

_ _ dF(=ct dG(ct) __ 1 dF(—ct) 1 dG(ct)
h(t) = u(0, 1) = d((—ct)) + d(it)) =—c a T
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Integrate

T L0+ O - 100 = [

since f =g =0
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5. For the infinite string the domain of influence is a wedge with vertex at the point of
interest (z,0). For the semi infinite string, the left characteristic is reflected by the vertical
t axis and one obtains a strip, with one along a characteristic (x + ¢t = C') reaching the ¢
axis and the other two sides are from the other family of characteristcs (x — ¢t = K).
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CHAPTER 4

4 Separation of Variables-Homogeneous Equations

4.1 Parabolic equation in one dimension

4.2 Other Homogeneous Boundary Conditions

Problems
1. Consider the differential equation
X"(z) +AX(z) =0

Determine the eigenvalues A (assumed real) subject to
a. X(0)=X(m)=0
b. X'(0) =X'(L) =0
c. X(0)=X'(L)=0
d. X'(0)=X(L)=0
e. X(0)=0and X'(L)+ X(L)=0
Analyze the cases A > 0, A =0 and A\ < 0.
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X"+ 22X =0
X(0) = 0
X(m) =0

Try €. As we know from ODEs, this leads to the characteristic equation for r

?4+A=0

Or
r=+v-\

We now consider three cases depending on the sign of A
Case 1: A < 0

In this case r is the square root of a positive number and thus we have two real roots. In
this case the solution is a linear combination of two real exponentials

X = AV ™ 4 Be VM

It is well known that the solution can also be written as a combination of hyperbolic sine
and cosine, i.e.

X = Aycoshv—\x + Bysinhv—A\x

The other two forms are may be less known, but easily proven. The solution can be written
as a shifted hyperbolic cosine (sine). The proof is straight forward by using the formula for
cosh(a + b) (sinh(a + b))

X = Ajcosh (\/——)\x + Bg)

Or
X = Agsinh (vV=Xz + B))
Which form to use, depends on the boundary conditions. Recall that the hypebolic sine
vanishes ONLY at x = 0 and the hyperbolic cosine is always positive. If we use the last form
of the general solution then we immediately find that By = 0 is a result of the first boundary
condition and clearly to satisfy the second boundary condition we must have A, = 0 (recall
sinhz = 0 only for z = 0 and the second boundary condition reads A4sinhv/—A7 = 0,
thus the coefficient A4 must vanish).
Any other form will yields the same trivial solution, may be with more work!!!

Case 2: A =0
In this case we have a double root » = 0 and as we know from ODEs the solution is

X =Ax+ B
The boundary condition at zero yields

X(0) =B =0



and the second condition
X(r) =Ar =0

This implies that A = 0 and therefore we again have a trivial solution.

Case 3: A > 0
In this case the two roots are imaginary

r = +ivA
Thus the solution is a combination of sine and cosine
X = A, cosVAz + BysinVz

Substitute the boundary condition at zero

Thus A; = 0 and the solution is
X = BysinVz

Now use the condition at 7
X(7) = BysinVAr = 0

If we take B; = 0, we get a trivial solution, but we have another choice, namely
sin VA1 = 0

This implies that the argument of the sine function is a multiple of 7

\/EW:TWT n=12...

Notice that since A > 0 we must have n > 0. Thus

\/Yn:n n=12...

Ay = n? n=12,...

Or

The solution is then depending on n, and obtained by substituting for A,
X, (x) = sinnx

Note that we ignored the constant B; since the eigenfunctions are determined up to a mul-
tiplicative constant. (We will see later that the constant will be incorporated with that of
the linear combination used to get the solution for the PDE)
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1.b.

X"+ AX =0
X'(0) =0
X'(L) =0

Try ™. As we know from ODEs, this leads to the characteristic equation for r

?4+A=0
Or
r=+v-A
We now consider three cases depending on the sign of A
Case 1: A < 0

In this case r is the square root of a positive number and thus we have two real roots. In
this case the solution is a linear combination of two real exponentials

X = A1€\/__/\x + Ble_‘/__/\x

It is well known that the solution can also be written as a combination of hyperbolic sine
and cosine, i.e.

X = Aycoshv—\x + Bysinhv—A\x

The other two forms are may be less known, but easily proven. The solution can be written
as a shifted hyperbolic cosine (sine). The proof is straight forward by using the formula for
cosh(a + b) (sinh(a + b))

X = Ajcosh (\/——)\x + Bg)

Or
X = Aysinh (\/——)\x + B4)

Which form to use, depends on the boundary conditions. Recall that the hypebolic sine
vanishes ONLY at x = 0 and the hyperbolic cosine is always positive. If we use the following
form of the general solution

X = Ajcosh (\/—)\x + Bg)
then the derivative X’ wil be
X' = V=XAszsinh (\/—)\x + Bg)

The first boundary condition X'(0) = yields B3 = 0 and clearly to satisfy the second

boundary condition we must have A3 = 0 (recall sinhz = 0 only for z = 0 and the second

boundary condition reads v/—AAjsinh /—AL = 0, thus the coefficient A3 must vanish).
Any other form will yields the same trivial solution, may be with more work!!!
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Case 2: A =0
In this case we have a double root » = 0 and as we know from ODEs the solution is

X =Ar + B
The boundary condition at zero yields
X'0)=A=0
and the second condition
X(L)y=A4A=0

This implies that A = 0 and therefore we have no restriction on B. Thus in this case the
solution is a constant and we take
X(z) =1

Case 3: A > 0
In this case the two roots are imaginary

r = +iv\
Thus the solution is a combination of sine and cosine
X = A, cosVAz + BysinVz

Differentiate

X' = —VAA;sin Voz + VAB; cos Vz

Substitute the boundary condition at zero

X'(0) = VB,
Thus B; = 0 and the solution is

X = A cos Vz
Now use the condition at L

X'(L) = —VAA;sin VAL = 0
If we take A; = 0, we get a trivial solution, but we have another choice, namely
sinvVAL = 0

This implies that the argument of the sine function is a multiple of 7

\/EL:mr n=12,...

Notice that since A > 0 we must have n > 0. Thus

V= %ﬁ n=1,2,...

2
An:<%> n=1,2,...

The solution is then depending on n, and obtained by substituting A,

X,(x) = cos n%rx

Or
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X"+ AX =0
X(0) =0
X'(L) =0

Try ™. As we know from ODEs, this leads to the characteristic equation for r

?+A=0
Or
r=+v-A
We now consider three cases depending on the sign of A
Case 1: A < 0

In this case r is the square root of a positive number and thus we have two real roots. In
this case the solution is a linear combination of two real exponentials

X = A1€\/__/\x + Ble_‘/__/\x

It is well known that the solution can also be written as a combination of hyperbolic sine
and cosine, i.e.

X = Aycoshv—\x + Bysinhv—A\x

The other two forms are may be less known, but easily proven. The solution can be written
as a shifted hyperbolic cosine (sine). The proof is straight forward by using the formula for
cosh(a + b) (sinh(a + b))

X = Ajcosh (\/——)\x + Bg)

Or
X = Aysinh (\/——)\x + B4)

Which form to use, depends on the boundary conditions. Recall that the hypebolic sine
vanishes ONLY at x = 0 and the hyperbolic cosine is always positive. If we use the following
form of the general solution

X = Aysinh (\/—)\x + B4)
then the derivative X’ wil be

X' = V/=\A, cosh (\/——)\x + B4)

The first boundary condition X (0) = yields By = 0 and clearly to satisfy the second
boundary condition we must have Ay = 0 (recall cosh z is never zero thus the coefficient A4
must vanish).

Any other form will yields the same trivial solution, may be with more work!!!
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Case 2: A =0
In this case we have a double root » = 0 and as we know from ODEs the solution is

X =Ar + B
The boundary condition at zero yields
X0)=B=0

and the second condition
X'(L)y=A=0

This implies that B = A = 0 and therefore we have again a trivial solution.

Case 3: A > 0
In this case the two roots are imaginary

r = j:i\/x
Thus the solution is a combination of sine and cosine
X = A, cosVAz + BysinVz

Differentiate

X' = —VAA;sin Voz + VAB; cos Vz

Substitute the boundary condition at zero

Thus A; = 0 and the solution is
X = Bjsin Vz
Now use the condition at L
X'(L) = VABycos VAL = 0
If we take B; = 0, we get a trivial solution, but we have another choice, namely
cos VAL = 0

This implies that the argument of the cosine function is a multiple of 7 plus 7/2

1
\/)\nL:<n+§>7r n=20,1,2,...

Notice that since A > 0 we must have n > 0. Thus

VA = (nt3)r n=0,1,2,...

L
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2

)\n:<w> n=0,1,2,...

L

The solution is then depending on n, and obtained by substituting A,

1
X,(x) = sin @x
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1.d.

X"+ AX =0
X'(0) =0
X(L) =0

Try ™. As we know from ODEs, this leads to the characteristic equation for r

?4+A=0
Or
r=+v-A
We now consider three cases depending on the sign of A
Case 1: A < 0

In this case r is the square root of a positive number and thus we have two real roots. In
this case the solution is a linear combination of two real exponentials

X = A1€\/__/\x + Ble_‘/__/\x

It is well known that the solution can also be written as a combination of hyperbolic sine
and cosine, i.e.

X = Aycoshv—\x + Bysinhv—A\x

The other two forms are may be less known, but easily proven. The solution can be written
as a shifted hyperbolic cosine (sine). The proof is straight forward by using the formula for
cosh(a + b) (sinh(a + b))

X = Ajcosh (\/——)\x + Bg)

Or
X = Aysinh (\/——)\x + B4)

Which form to use, depends on the boundary conditions. Recall that the hypebolic sine
vanishes ONLY at x = 0 and the hyperbolic cosine is always positive. If we use the following
form of the general solution

X = Ajcosh (\/—)\x + Bg)
then the derivative X’ wil be
X' = V=XAszsinh (\/—)\x + Bg)

The first boundary condition X'(0) = yields B3 = 0 and clearly to satisfy the second
boundary condition we must have A3 = 0 (recall cosh z is never zero thus the coefficient A3
must vanish).

Any other form will yields the same trivial solution, may be with more work!!!
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Case 2: A =0
In this case we have a double root » = 0 and as we know from ODEs the solution is

X =Ar + B
The boundary condition at zero yields

X'(0)=A4A=0
and the second condition

X(L)=B=0

This implies that B = A = 0 and therefore we have again a trivial solution.

Case 3: A > 0
In this case the two roots are imaginary

r = j:i\/x
Thus the solution is a combination of sine and cosine
X = A, cosVAx + BysinVaz

Differentiate

X' = =V A;sinVaz + VAB; cos VA

Substitute the boundary condition at zero

X'(0) = VAB,
Thus B; = 0 and the solution is

X = A cos vV

Now use the condition at L
X(L) = Aycos VAL = 0

If we take A; = 0, we get a trivial solution, but we have another choice, namely
cos VAL = 0

This implies that the argument of the cosine function is a multiple of 7 plus 7/2

1
\/)\nL:<n+§>7r n=20,1,2,...

Notice that since A > 0 we must have n > 0. Thus

VA = (nt3) n=0,1,2,...

L
Or )
A 7(71 - %) i 0,1,2
n — I n=u1,4,...
The solution is then depending on n, and obtained by substituting A,
n+ L)
X, (x) = cos %x
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X"+ XX =0
X(0) =0
X'(L) + X(L) = 0

Try e"*. As we know from ODEs, this leads to the characteristic equation for r

?4+A=0
Or
r=+v-A
We now consider three cases depending on the sign of A
Case 1: A < 0

In this case r is the square root of a positive number and thus we have two real roots. In
this case the solution is a linear combination of two real exponentials

X = AV + Bie V'

It is well known that the solution can also be written as a combination of hyperbolic sine
and cosine, i.e.

X = Aycoshv—\x + Bysinhv—A\x

The other two forms are may be less known, but easily proven. The solution can be written
as a shifted hyperbolic cosine (sine). The proof is straight forward by using the formula for
cosh(a + b) (sinh(a + b))

X = Ajcosh (\/——)\x + Bg)

Or
X = A,sinh (\/—_)\a: + B4)

Which form to use, depends on the boundary conditions. Recall that the hypebolic sine
vanishes ONLY at x = 0 and the hyperbolic cosine is always positive. If we use the following
form of the general solution

X = Agsinh (vV=Xz + B))
then the derivative X' wil be
X' = V/=\A, cosh (\/——)\x + B4)
The first boundary condition X (0) = 0 yields By = 0 and clearly to satisfy the second

boundary condition
vV—=AA4scoshv—AL = 0

we must have A, = 0 (recall cosh z is never zero thus the coefficient A4 must vanish).
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Any other form will yields the same trivial solution, may be with more work!!!

Case 2: A =0
In this case we have a double root r = 0 and as we know from ODEs the solution is
X =Ar+ B
The boundary condition at zero yields
X0)=B=0

and the second condition
X'(L) + X(L) = A+ AL =0

Or
A1+L) =0

This implies that B = A = 0 and therefore we have again a trivial solution.

Case 3: A > 0
In this case the two roots are imaginary

r = +iv\
Thus the solution is a combination of sine and cosine
X = A, cosVAz + BysinVz

Differentiate

X' = —VAA;sin Voz + VAB; cos Vz

Substitute the boundary condition at zero

Thus A; = 0 and the solution is
X = BysinVz
Now use the condition at L
X'(L) + X(L) = VB cos VAL + BysinVAL = 0
If we take B; = 0, we get a trivial solution, but we have another choice, namely
VAcos VAL + sin VAL = 0

If cos VAL = 0 then we are left with sinv/AL = 0 which is not possible (the cosine and
sine functions do not vanish at the same points).
Thus cos VAL # 0 and upon dividing by it we get

V) = tan VAL

This can be solved graphically or numerically (see figure). The points of intersection are
values of \/)\,. The solution is then depending on n, and obtained by substituting A,

X, (x) = sin \/Ex
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Figure 25: Graphical solution of the eigenvalue problem
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CHAPTER 5

5 Fourier Series

5.1 Introduction
5.2 Orthogonality
5.3 Computation of Coeflicients

Problems

1. For the following functions, sketch the Fourier series of f(x) on the interval [—L, L].
Compare f(z) to its Fourier series

a. f(z)=1

b. f(z) =22

c. flx)=¢€"

d. .
ro={3 150

e.

~
N
I
——
)
8
N
vt

Ml

2. Sketch the Fourier series of f(x) on the interval [—L, L] and evaluate the Fourier coeffi-
cients for each

a. f(z)==x
b. f(z) =sin Tx
c.

Nt~

1 |z <
-]

0 |z| >

Ml

3. Show that the Fourier series operation is linear, i.e. the Fourier series of af(x) + Bg(z)
is the sum of the Fourier series of f(x) and g(x) multiplied by the corresponding constant.
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Figure 27: Graph of its periodic extension

l.a. f(z) =1
Since the periodic extension of f(x) is continuous, the Fourier series is identical to (the
periodic extension of) f(x) everywhere.
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Figure 29: Graph of its periodic extension

1.b. f(z) = 2?
Since the periodic extension of f(x) is continuous, the Fourier series is identical to (the
periodic extension of) f(x) everywhere.
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Figure 31: Graph of its periodic extension

l.e. f(z) =¢€"

Since the periodic extension of f(z) is discontinuous, the Fourier series is identical to (the
periodic extension of) f(x) everywhere except for the points of discontinuities. At z = +L
(and similar points in each period), we have the average value, i.e.

el + el
2

= cosh L
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Figure 32: Graph of f(x)

Figure 33: Graph of its periodic extension

1.d.

Since the periodic extension of f(z) is discontinuous, the Fourier series is identical to
(the periodic extension of) f(z) everywhere except at the points of discontinuities. At those
points x = +L (and similar points in each period), we have

3L + (—iL) 5

= -L
2 4
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Figure 34: Graph of f(x)

Al

Figure 35: Graph of its periodic extension

1.e.
Since the periodic extension of f(z) is discontinuous, the Fourier series is identical to
(the periodic extension of) f(z) everywhere except at the points of discontinuities. At those

points x = +L (and similar points in each period), we have
L>+0 1

ZI2
2 2

At the point L/2 and similar ones in each period we have

0+ 3% _ 1y
2 8
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Figure 37: Graph of its periodic extension

2.a. f(x) ==

Since the periodic extension of f(z) is discontinuous, the Fourier series is identical to
(the periodic extension of) f(z) everywhere except at the points of discontinuities. At those
point x = +L (and similar points in each period), we have

L + (-L)
L S/
2
Now we evaluate the coefficients.
1 rb 1 rL
aOZE[Lf(x)dx:z[Lxdx:0

Since we have integrated an odd function on a symmetric interval. Similarly for all a,.

1 /L 1 (- nm L nm
bn = z/_L f(x) Sin%xdm = E{%HL —i—/_L COSmLxda:}

L L
This was a result of integration by parts.

1 | —Lcosnm = —Lcos(—nm)  sin“Fx v
-7 nw nw 2 I-L
LT ; (%)
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The last term vanishes at both end points L

1 —2Lcosnm 2L n
=7 = (1
L
Thus o
b, = —(—1)"*!
—(=1)

and the Fourier series is
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2.b. This function is already in a Fourier sine series form and thus we can read the
coefficients
a, =0 n=0,1,2,...

b, =0 n#1
by =1

Lo w2 L

b

-4
-6 -4 -2 0 2 4 6

Figure 38: graph of f(x) for problem 2c

Since the function is even, all the coefficients b,, will vanish.

1 L2 I 12 1 L L
o L /L/Z v LJELL/2 L (2 ( 2))
/L/2 1 L . nm |L/2 1 ( . nw i —mr)
G, Cos—x dr = — — sin —vz = — (sin — — sin
T I L/2 L nm L L2 nmw 2 2

Since the sine function is odd the last two terms add up and we have

2 . nmw
a, = — sin —
nmw 2
The Fourier series is . 5
nmw nmw
~ = 4+ — sin — coS —
f(x) 2 712:1 nmw n 2 L o
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1 oo
f(z) ~ §a0 + nz::l (an cos %x + b, sin %x)
1 o0
g(x) ~ §A0 + ; (An cos %x + B, sin %x)
where -
nm
a, = E/L f(z) COSTib‘dl‘
1 L
by, = E/L f(z) smn%rxdx
1 /L
A, = E/—L g(x) cosn%xdx
1 /L
B, = E/—L g(x) sm%xdm

For af(z) + Bg(x) we have

1 o nm .onm
570 + nz::l (’Yn COS 77 + 4, sin Tx)

and the coefficients are 1 L
Yo = z/_L (af(x) + Bg(z))dx

which by linearity of the integral is

fyO:aL/ dnc—l—ﬁL/ x)dr = aag + Ay

Similarly for v, and 9,.

=1 [ (f@) + () cos Trdr

which by linearity of the integral is

nm
Vn aL/ Cos—xdx+ﬂL/ Cosfxdx—aan—i-ﬂAn

1 /L
b = 7 [ (@f(@) + Bg(a) sin o do
LJ-L L
which by linearity of the integral is

n—aL/ sm—xdx+ﬂL/ sm%xdmzabn—i—ﬁBn
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5.4 Relationship to Least Squares
5.5 Convergence

5.6 Fourier Cosine and Sine Series

Problems

1. For each of the following functions
i. Sketch f(x)
ii. Sketch the Fourier series of f(z)
iii. Sketch the Fourier sine series of f(z)
iv. Sketch the Fourier cosine series of f(x)

T z <0
a: f(x)—{ 1+2 >0

b. f(z) =¢€"
c. flz)=1+

_ —x+1 —2<x<0
d'fx_{ 0<z<2

2. Sketch the Fourier sine series of

™

f(z) = cos 7%

Roughly sketch the sum of the first three terms of the Fourier sine series.

3. Sketch the Fourier cosine series and evaluate its coefficients for

1 x<%
flz)=43 L<a<i
L
0 5<Jf

4. Fourier series can be defined on other intervals besides [—L, L]. Suppose g(y) is defined
on [a,b] and periodic with period b — a. Evaluate the coefficients of the Fourier series.

5. Expand
1 O0<z<?
ro={g 305

5l <z <m
in a series of sin nx.
a. Evaluate the coefficients explicitly.

b. Graph the function to which the series converges to over —27 < x < 2.
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Figure 40: Sketch of the odd extension and its periodic extension for la

1. a.
The Fourier series is the same as the periodic extension except for the points of discon-
tinuities where the Fourier series yields

For the Fourier sine series we take ONLY the right branch on the interval [0, L] and
extend it as an odd function.

Now the same discontinuities are there but the value of the Fourier series at those points
is

1+ (—1)
2

For the Fourier cosine series we need an even extension

Note that the periodic extension IS continuous and the Fourier series gives the exact
same sketch.

=0
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-8 -6 -4 -2 0 2 4 6 8

-8 -6 -4 -2 0 2 4 6 8

Figure 42: Sketch of f(z) and its periodic extension for 1b

1.b.
The Fourier series is the same as the periodic extension except for the points of discon-
tinuities where the Fourier series yields

L L
e’ + e
———— = cosh L

For the Fourier sine series we take ONLY the right branch on the interval [0, L] and
extend it as an odd function.
Now the same discontinuities are there but the value of the Fourier series at those points

Lo
dAdbons o

aaia

2 4 6 8

-8

Figure 43: Sketch of the odd extension and its periodic extension for 1b
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Figure 44: Sketch of the even extension and its periodic extension for 1b

is
1+ (—1)
2
For the Fourier cosine series we need an even extension
Note that the periodic extension IS continuous and the Fourier series gives the exact
same sketch.

=0
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-8 -6 -4 -2 0 2 4 6 8

Lo
L oAb on s o
A
-

Lo
& LA bons o

anave

-8 2 4 6 8

Figure 46: Sketch of the odd extension and its periodic extension for lc

1.c.
The Fourier series is the same as the periodic extension. In fact the Fourier cosine series
is the same!!!

For the Fourier sine series we take ONLY the right branch on the interval [0, L] and
extend it as an odd function.
Now the same discontinuities are there but the value of the Fourier series at those points
is
1+ (-1)

=0
2
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-8 -6 -4 -2 0

Figure 48: Sketch of the odd extension and its periodic extension for 1d

1.d.

The Fourier series is the same as the periodic extension except for the points of discon-

tinuities where the Fourier series yields

14+0 1
- = = for x =
2 2
1+ 2 3
- = = for x =
2 2

For the Fourier sine series we take ONLY the right branch on the interval [0, L] and

extend it as an odd function.

Now some of the same discontinuities are there but the value of the Fourier series at

those points is
2 + (—-2)
2

At the other previous discontinuities we now have continuity.
For the Fourier cosine series we need an even extension
Note that the periodic extension IS continuous and the Fourier series gives the exact

same sketch.
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0 + multiples of 4

2 + multiples of 4

a

6

8
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-8 -6 -4 -2 0 2 4 6 8

Figure 50: Sketch of the odd extension for 2
cos % = nZ:lbn sin n%a:

0 n odd
bn = 4n

m n even

Since we have a Fourier sine series, we need the odd extension of f(x)

Now extend by periodicity
At points of discontinuity the Fourier series give zero.
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Figure 51: Sketch of the periodic extension of the odd extension for 2

_ab

8 -6 -4 -2 0 2 4 6 8

Figure 52: Sketch of the Fourier sine series for 2

. ) ) ) T
First two terms of the Fourier sine series of cos T are

b si 2mx 4 b si dmx
= 09 S1Nn I 4 SIN I
8 27 n 16 47
= — sin — —— sin —
T > L v 157 > L o
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Figure 53: Sketch of f(z) and its periodic extension for problem 3

1 =< L/6
f(r) =¢ 3 L6 <z < L/2
0 x> 1L/2

Fourier cosine series coefficients:

2 /L/6d+ L _2{L+3<L L)}
CET Ve T e P T L\ 2 6

{ OL/6 cos Fx dr + 3 fLL/62 Ccos %xdx}

e

S

sin % L/6 sin % x (L/2
L L

n T
L

S

H nm E E
{sm A + 3SII1 3 sin 6 }
nmw nmw

L 6

. nm . . .
= %L 3 sin— —2sin 2T :l{SsmM—QsmM}
nm 2 6 nmw 2 6
——

o for n even

+1 for n odd
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-10 -5 0 5 10

Figure 54: Sketch of the even extension of f(z) and its periodic extension for problem 3

re[—L, L]

yela, b]

then y = “If 4+ 224 (x) is the transformation required (Note that if # = —L then

y = aand if z = L then y = b)

g(y) is periodic of period b — a

o) = Glx) = % + 3 (an cos " 4 by sin )

n=1

1 L
n = 7 /_L G(x) cos %xdx

Therefore

Similarly for b,




-2

Figure 55: Sketch of the periodic extension of the odd extension of f(x) (problem 5)

1 0<z<m7/2

flx) =

0 7/2<zxz<m

Expand in series of sin nx
™
f(z) ~ Z b, sin nx
n=1

2 ™ 2 /2
by = — / f(z) sin nxdx = — / 1 - sin nxdz
7 Jo 0

™

T

f(x) =zero on the rest

this takes the values 0, =1 depending on n!!!
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5.7 Term by Term Differentiation

Problems

1. Given the Fourier sine series

T ad . nT
COS —T ~ Z b,, sin —x
n=1 L

4n :
T(n2—1) N 1S even

bn:{ 0 n is odd

Determine the Fourier cosine series of sin %x

2. Consider

(0]
sinhx ~ Z a, sinnw.
n=1

Determine the coefficients a,, by differentiating twice.
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1.

T™x

Fourier cosine series of sin — using
coS % = z_:lbn sin %x
N—— n=
f(x)
with
0 n odd
bn = 4an
T = 1) n even
Tsin Lo 1) O] + 3 {2 b+ 21 () - 710)]]
LTI T ™" L

L 2 > 2
s1nTaC:——{—z ;{n%bn—z<(—l)"+l>]cosn%x
=0if n is odd

=2 if n is even

Substitute for b,

.om 2 4 i n? 1 nm
sin —z = — — — — cos — T
2 _
L T T o (n 1) L
~—~ —_—
n even 1
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Check constant term %ao where

Q/L_ T J 2(
= — S — = —
W=7 o Tt T

This agrees with previous result.

L T
— — Ccos — &
T L
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o0
2. sinhxz ~ Z a, Sin nx
n=1

Differentiate (since this is Fourier sine series and sinh 7 # 0, we have to use the formula)

1 > 2
cosh z ~ = (sinh 7 — sinh 0) + ) {nan + —[(=1)" sinh 7 — sinh 0] } COS NI
T T

n=1
Differentiate again (this time we have Fourier cosine series)

> 2
sinhz ~ 0+ > (—n) {nan + — (= 1)" sinh 7r] sin nx
n=1 ™
2

2
an, = —n’a, + (—1)""'n = sinh 7
m

(—=1)"™n 2 sinh 7

1 + n?

a, =

If we go thru integration
a, = 2 [f sinh z sin nx dx

we get the same answer.
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5.8 Term by Term Integration

Problems
1. Consider -
.onm
2%~ Z a, Sin —x
n=1 L

a. Determine a, by integration of the Fourier sine series of f(z) = 1, i.e. the series

i 1 sin2n_17rx
2n — 1 L

b. Derive the Fourier cosine series of 22 from this.
2. Suppose that

> nm
cosh x ~ Z b, sin —ux
n=1 L
a. Determine the coefficients b,, by differentiating twice.
b. Determine b, by integrating twice.

3. Evaluate N |
7;2::1 (2n — 1)?

by using the integration of Fourier sine series of f(x) =1 (see problem 1 part a.)
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sin TT
= 2n —1 L
Integrate
4 &= 1 —L 2n — 1
x_ET;2n—1(2n—1)WCOS 7ol
AL Z 1 2n — 1 n 4L io: 1
= —— Cos T+ — —
2 = (2n — 1)? L 2 = (2n — 1)?

constant term

To find the constant term %ao

L2
L/ xdx——x |0L:f:L
L 4L & 2n — 1
r=—-—- — cos T
2 T = (2n — 1) L
Integrate again
x? L 4L & 1 L . 2n —1 2
o= - = sin T
2 2 T2 = (2n — 1)2 (2n — 1)3 L 0
x? L 412 2 1 2n — 1
2 T2t T e Z(2n—1) A
We need Fourier sine series of x to complete the work
See 2a in Section 5.3
o0
L
= > —(=1)"""sin BT
n=1 nm
> 2L nm 8L? X 1 2n — 1
2 — L iy G | n+1 _: -
x ;nﬂ( )" sin T = 2::(271_1) sin ——— &
> 1vsm -
— -7
n=1,3,- n’ L
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. nmw
1'2 = Z ap SIN Tl'

where (only for odd n we get contribution from both sums)

212 82
a = — — —
T T
212
a —_
2 2T
212 8L% 1
P e
7 3r 73 33

and so on.
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o0

. nT

1b. xQZE ansmfx
n=1

To get the cosine series for 23, let’s integrate

nwT
L
T

8

%—i—C:—ZanCOS

nm
n=1 L

Integrate again on [0, L] the integral of cos %% x will give zero =

L 3
/ —dr + Cxl} =0
o 3

gy + CL =0
L4
— CL =
12+
L3
C = -—_
12
3 L3 3L X nT
= x:———Z—COS—x
—n L

where a,, as in la

This problem can be done as in 1la.
Integrate the series from 0 to x

x3 0 cos B
S a -y
n=1 L = L

Multiply by 3
£U3: Za”nw _320”1'%

constant term=1/2a0
To find the constant term we evaluate diredtly

2 (L, 9 24 214 L3
= = der = Z2|F = = - =
0 L/oxx LA =17 =3

L
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Figure 56: Sketch of the even extension of f(x) = z* (problem 1b)

o0
.onT
~ ansmfx

n=1

2. cosh z
~——

even function on [-L, L]

To get sine series we must take the odd extension

1
a. sinh z ~ — [cosh L — cosh 0
L N——

=1

n=1

constant

Differentiate again

2

> /nm
cosh z ~ O+§ (—bn—l——
— \L L

n=1

nm\2 2nm
e (M)

+3 (%bn

[(=1)" cosh L — 1]) (

2
L

nmw

L

> nm\? 2nm " . nm
= <_ (T) by — 573 [(—1)" cosh L — 1]) sin ——

[(=1)" cosh L — 1]

— 2 [(—1)" cosh L — 1]

L+ ()

147

nmw

L

(—1)" cosh L — cosh 0
~——

=1

—— sin — x)

nm
COS ——
I T



b. Integrations

first
nT

1 o L
sinh 2 = = Ay + E (——) b, cos —x
2 — L

nm

where Ay = 2 [ sinh xdr = 2 (cosh L — 1)
second
00 L 2
coshz — 1 = Aoz + > [— <—> b, sin %x]

n=l nm

> by [+ (ﬁ)Z] sin #fx = 1 + Apz

=
Note (Done previously)

.onTm
T~ nz::l ¢, Sin Tx
where o
Y = — _1 n+1
= ——(=1)
and o
1~ Z d, sin —
where
0 n even
2
dn = = =1 (-1
4
= nodd n
nm

S bl (£)) = 20 - (-7 + Lleosh L — 1] 2L (— 1)

which yields the same answer after longer computations.
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3.

Evaluate

from 1la:

atxz =0

N |

1+
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5.9 Full solution of Several Problems

Problems
1. Solve the heat equation
Uy = kg, 0<zx <L, t>0,
subject to the boundary conditions
u(0,t) = u(L,t) = 0.
Solve the problem subject to the initial value:

a. u(x,0) =6sin L.

b. w(z,0) =2cos 3.

2. Solve the heat equation

Uy = Ky, 0<z<L, t >0,
subject to
u.(0,t) =0, t>0
uz(L,t) =0, t>0
0 z< %
a. u(z,0)=
1 z> %

b. u(z,0) =6+ 4cos 3z,

3. Solve the eigenvalue problem

¢ = —Ad
subject to
¢(0) = ¢(2)
¢'(0) = ¢'(27)

4. Solve Laplace’s equation inside a wedge of radius a and angle «,

2 10 ( Ou) 10 _
Viu = rar +r2892_0

subject to



5. Solve Laplace’s equation inside a rectangle 0 < z < L, 0 < y < H subject to
a. ug(0,y) =ux(L,y) =u(z,0)=0, wu(x,H)= f(x).
b. w(0,y) =9(y), u(L,y)=uy(z,0) =u(zx,H)=0.
c. u(0,y)=u(L,y)=0, u(x,0)—uy(2,0)=0, u(z, H)=f(2)

6. Solve Laplace’s equation outside a circular disk of radius a, subject to

a. u(a,f) =1In2+ 4cos36.

7. Solve Laplace’s equation inside the quarter circle of radius 1, subject to
a. ug(r,0) =u(r,7/2) =0, u(1,0) = f(0).
b. ug(r,0) = ug(r,m/2) =0, ur(1,0) = g(8).
c. u(r,0)=u(r,m/2)=0, ur(1,0) = 1.

8. Solve Laplace’s equation inside a circular annulus (a < r < b), subject to
a. u(a,0)=f(#),  u(b0)=g).
b. wu.(a,0) = f(60), ur(b,0) = g(0).

9. Solve Laplace’s equation inside a semi-infinite strip (0 < 2 < oo, 0 < y < H) subject
to

uy(2,0) =0,  uy(z,H) =0,  u(0,y) = f(y).
10. Consider the heat equation
Up = Ugy + q(2, 1), 0<xz<L,
subject to the boundary conditions
u(0,t) = u(L,t) = 0.

Assume that ¢(x,t) is a piecewise smooth function of x for each positive ¢. Also assume that
u and wu, are continuous functions of x and u,, and u; are piecewise smooth. Thus
s nm
u(z,t) = by(t) sin -

n=1

Write the ordinary differential equation satisfied by b,,(t).

11. Solve the following inhomogeneous problem



subject to
ou ou
u(z,0) = f(x).

. . . . . 2
Hint : Look for a solution as a Fourier cosine series. Assume k # %.

12. Solve the wave equation by the method of separation of variables

Uy — gy = 0, 0<zx<L,
u(0,t) =0,
u(L,t) =0,
u(z,0) = f(z),

13. Solve the heat equation
Up = 2Ugy, 0<z<lL,
subject to the boundary conditions
u(0,t) = u,(L,t) =0,

Y L

14. Solve the heat equation

Ou (10 ( 0u) 108
ot~ "\ror\"or ] T 12002

inside a disk of radius a subject to the boundary condition

ou
E(a, 9, t) = 0,

and the initial condition

u(r,0,0) = f(r,0)

where f(r,0) is a given function.
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la. u; = kugy
u(0,t) =0

u(L,t) =0

9
u(z, 0) = 6 sin e

oo
u(z, t) = > B, sin MMERLS
n=1

L

u(z, 0) = Y By, sin nzx
n=1

= the only term from the sum that can survive is for
forn #9

9 x
= u(x, t) = 6 sin TT ehCEPt

3
b. wu(x, 0) = 2 cos el

o0
u(z, t) = Y By, sin nre
n=1

. 97
sin ——

L

7 k(2 )t
0 nmT 3mx
B,, si = 2
712::1 sin 7 cos 7
2 rb 3
= B, = E/o 2 cos Zx sin nzxdx

compute the integral for n =1,2,... to get B,,.
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To compute the coefficients, we need the integral

/L 3T nmw p
cos — sin —z dx
0 L L

Using the trigonometric identity
: L. :
sina cosb = 5 (sin(a + b) + sin(a — b))

we have

2/ ( n+3 x+sinwx>dx

Now for n # 3 the integral is

_lcos (”+3) x L 1cos @x "
2 (n+3) 0 2 (n—=3)m 0
L L
or when recalling that cosmm = (—1)™
L L

R L e i

Note that for n odd, the coefficient is zero.

For n = 3 the integral is

L 3
/ cos —Wx sin —x dex = / sin —x dx
0 L 9
which is 11 5
T
~36, S VN0 =0
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U = Kty

u(z, 0) = f(x)

u(z, t) = X(x)T(t)

T{L':k-X”T
T X"
Y
kT X
T+ AkT =0
nmwx
X"+ 22X =0 X, = A, cos 727 -
X'(0) =0 = (n_ﬂ>2 L
! L) 2,
X'(L) =0
)\0:0 XO AO
n L n =
T, = B,e (L)
3 nmx nmw\2
t) = A B An —Bn TSI
ot = gee £ 2
—o

o0
u(z, t) = ao + ), an cos nzx o
n=1
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flz) =
1 > L)2
u(z, 0) = f(z) = ay + i a, cos n—;x
n=1

cos —zxdr = — — sin —

/L nmw 2 L . nm
T
L/2 L Lnmw L

3
f(z) =6+ 4COS%$

(0]
nmw
:ao—i-Zancosfx
n=1

Cl0:6

as = 4 a, = 0 n # 3

3

u(z, t) = 6 + 4 cos 3T ye HCE)*
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¢ + 26 =0
6 (0) = 6 (2m)
¥ (0) = ¢'(2n)

A >0 ¢ = Acos VAiz + Bsin VAz

¢ = —AVAsin Viz + BV cosVAz

$(0) = ¢p(271) = A = A cos 2r VX + B sin 2rvV\

¢'(0) = ¢ (27) = BV = —AV)\ sin 2r VA + BV cos 21 VA

Al = cos 2 VA) — B sin 27V = 0

AV sin 20 VA + BVA(1 — cos 2r V) = 0

A system of 2 homogeneous equations. To get a nontrivial solution one must have the
determinant = 0.

1 — cos 2m VA —sin 27 VA

VA sin 27 VA V(1 = cos 21 V)

VA (1 = cos 2 VA)? + VA sin? 21V = 0

VA {1 = 2cos 21 VA + cos? 2 VA + sin? 27V} = 0
1
2WA{1 —cos2rVA} =0 = VA=0 or cos2rVA =1

orvVA =2rn n=12,...

157



$(0) =¢(2r) = B=2rA+B = A=0

¢ 0)=¢(2r) = A=A

A<O0 ¢ = AeV—r | Be VA

$(0) = ¢p(2r) = A+ B = AeV??" 4 Be 2V

¢ 0) = ¢ (21) = VI — VAB = V_AAeV R _ /X B2V

All = @™V 4+ B[l — >V =0

VXA L = V] - BY=A[L - eV =0

1 — 2V=2 1 — e27V—A

VAN = @) VR = e

=\ (1 . 627r\/—_/\) (1 . 6—27r\/—_)\) . /_)\(1 _ e?w\/—_/\) (1 . 6_27“/__)‘) —0
_2\/_—)\(1 . 627r\/j/\) (1 - 6727r\/j)\) -0
1— eZﬂ\/TA =0

6271'\/3 =1 67271'\/7_)\ -1
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Take In of both sides

2mv =X = 0 —2nv—=A =0
vV=A=0 vV=A=0
not possible not possible

Thus trivial solution if A < 0

S =

ar \"ar) T 2o T

u(a, 0) = f(0)
u(r,0) = up(r,a) =0

u(r,d) = R(r)©(0)

1 0 OR 1 0’0
T (a—> Tty =0
Ltiply by
ti —
multiply by —=
r AV) @” o
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0"+ u0 =0 r(rR') —uR =0

©0) =0 |R(0)| < oo
0 (a) =0 R, = r(n 2%

(2 only positive exponent
©, = sin(n — 1/2) g 7 because of boundedness

= [ —1/2 7

«
n=12 ...
> —1/2
u(r, 0) = > a,r" ™ gin n-1/ 0
n=1 o
> - 1/2
f(e) — Z ay a(n—l/?)ﬂ'/a sin (TL / )71—9
«

n=1

Jo  f(@) sin(n — 1/2)Z0d0
alr=t2m/e (% sin® (n — 1/2) Z0d 0

an, =
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5. Uggp + Uyy = 0
ug (0, ) =0
ug (L, y) =0
u(zx,0) =0

u(z, H) = f(x)

u(ey) = X@) V) = o= o= )
u (0,y) =0 = X'(0)=0
u, (L,y) =0 = X' (L) =0

u(z,0) =0 = Y(0)=0

= X'+AX =0 Y'-AY =0
X'(0) = 0 Y (0) =

X'(L) = 0

|} Table at the end of Chapter 4

2
An:(%r) n=0,1,2 ...

2
xn:cosn—;x - Y,Q’—("%) Y, =0 n=012...
Iftn=0=Y'=0=Y, = Aw + B

Yo(0) =0 = By = 0

or

Y, = C,, sinh (Ey + Dn>
L
Y,(0) =0= D, =0

—~ Y, = C, sinh ”T”y
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> n n
u(x,y) = agAgy - 1+ Y a,C, cos Tﬂx sinh Tﬂy

ag n=l g
2

u(z, H) = % + > a, sinh %H cos %aj = f(x)

n=1

This is the Fourier cosine series of f(z)

9 L
a H = z/0 f(z) dz
9 L
an sinhn—szz/0 f(z) cos dea:
2 L p
= Clo—ﬁ/0 f(z)dx
2 L nm
“ Lsmh"T”H/o Jlw) cos rwd
and: N
U(%y):%y—k;ansinh%ycos n%a;
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5 b Uy + uy =0
u(0,y) = 9(y)
u(L,y) =0
uy (,0) =0
u(x, H) =0
X"—-AX =0 Y'"+AY =0
X(L) =0 Y'(0) =0
Y(H) =0
Using the summary of Chapter 4 we have

Yo(y) = cos (nt )

Solve:
X,, = ¢, sinh ((n + %) T+ Dn)

Use the boundary condition:  X,(L) = 0
Xa(L) = ¢ sinh ((n + §) =k

+
= X, = ¢, sinh (@ (x — L)>

= u(r,y) = ni;oan sinh l@ (& — L)] cos (n N %) %y

To find the coefficients a,, we use the inhomogeneous boundary condition:

u(0,y) = gly) = nf:g a, sinh (@(—L)) cos <n + %) %y

This is a Fourier cosine series expansion of ¢g(y), thus the coefficients are:
) n+ L 2 (H I\ =
— sinh %an =7 /0 g(y) cos <n + 5) ﬁy} dy

an = 1 gly) cos n 5 Y| ay
—H sinh 2278 Jo 2/ H
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5.c¢ uw0,y) =0 = X(0)=0
w(L,y) =0 = X(L)=0
uw(z, 0) — uy(z,0) =0 = Y(0) —Y'(0)=0
X" 4 AX =0 vy - (%) Y, =
X(0) =0 Va(0) = Yi(0) = 0
X(L) =0
[k Y, = A, cosh =*y + B, sinh %y
A = (%)2 n=1,2, Y, =% {An sinh 2%y + B, cosh %y}
X, = sin 2 Substitute in the boundary condition.

(An—% n)cosh0+(B — )smh()—O
#0 =0
= A, =B,
Y, = B, [% cosh %y—i—sinh %y}
nw [nTw
u(z, y) = b, sin — x [— cosh—y—i—smh— }
nz:l L L L L

Use the boundary condition u(z, H) =

f(x)

L

ad nm nmw
= E b, sin — — h —H h —H
2 sin i T [ CcoS + sin 7 ]

L

This is a Fourier sine series of f(x), thus the coefficients b, are given by

nm

b, [— cosh TH + sinh —H} _

L

Solve for b,

7l 1

2

nm

by,
E

L
T
cosh ’”LL—“HJrsinh"T“H]L/O f(a)

sin I x dx
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6a. Uy + %u,« + T%ugg =0 outside circle
u(a, @) = In 2 + 4 cos 30
u(r, 0) = R(r) © (0)

P?R'+rR — AR =0 "+ 10 =0
0(0) = (27)
)\ZOROZOéO—FﬂO Inr @I(O) :@I(Qﬂ')

)\ZiTLQRn - anrn + ﬁnr_n U

Since we are solving A < 0 trivial solution
outside the circle A=0 6y(0) =1
Inr 00 asr — oo A>0 )\, =n?
r'" — o0 asr — oo 0, = A, cosnf + B, sin nf
thus Ry = «y

Ry = Bur™"

u(r, 0) = agag - 1 + > a, (A, cos nf + B, sin nb) B, r™"
——

—a0/2 n=1

u(r, ) = ap/2 + > (an cos nf + b, sin nf) r"
n=1
Use the boundary condition:

u(a, 0) = % + > (ana ™ cosnb + b,a " sinnf) =In2 + 4 cos 30
n=1
= b, = Vn

apba " =4 n=3 = a3 =4ad’

a,a " =0 n#3 = a,=0 n#3

=lu(r, 0) = In 2 + 4a®>r™> cos 36
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6 b. The only difference between this problem and the previous one is the boundary
condition

u(a, 0) = f(0) = — + > (apa " cosnf + b,a " sin no)

n=1

= ag, a,a” ", b,a™" are coefficients of Fourier series of f

1 s
— - 8)do
Qo - 77Tf()
_ 1y
ana":—/ £(6) cos nfdo
T J_

1 s
bya " = —/ £(6) sin n0do
T J-m

Divide the last two equations by a™" to get the coefficients a,, and b,,.
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1 1
7a. Uy + —u, + — Uy = 0
r r

up(r,0) =0
u(r, 7/2) =0
u(l, 0) = f(0)
P?R'+rR — AR =0 O©" + X0 = 0 no periodicity !
0'(0) =0
R, = ¢, ' + D, ¥t o' (r/2) =0
n-l If A < 0 trivial

boundedness implies R,, = ¢, 12

)\:060:14094—30

@0(7’(’/2):0 = By =0

trivial
A > 00 = Acos VIO + Bsin V)0
O = —vVAAsin VA0 + BV cos VIO
©0)=0= B=0
O(r/2) =0 = Acos VAT/2 =0

\/XW/QZ(?’L—%)'/T n:1,2,...
\/XZQ(TL—%):QTL—l

A = (20 — 1)

O, =cos(2n—-1)0 , n=1,2,---

Therefore the solution is

oo
u=> a,r 'cos(2n — 1)0

n=1
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Use the boundary condition

u(l, ) = i a, cos(2n — 1)0 = f(0)

n=1

This is a Fourier cosine series of f(€), thus the coefficients are given by

2 w/2
a, = 2 /0 f(@) cos(2n — 1)0d#o

Remark: Since there is no constant term in this Fourier cosine series, we should have

/OW/Z £(0)d0 = 0

ag =

NEIRN

That means that the boundary condition on the curved part of the domain is not arbitrary
but must satisfy

/()7r/2 £(0)d0 = 0
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7b. wup(r,0) =
up (r, m/2) =0

ur(1, 0) = g(0)

Use Ta to get the 2 ODEs
"+ A0 =0 PR'+rR — AR =0
©'(0) =0 (7/2) =0
4
2
Ay = (”_—”) = 2n)? n=0,1,2,...
0, = cos 2n#, n=20,12...
Now substitute the eigenvalues in the R equation
P”R'+rR — (2n))R =0

The solution is
ROZOUIII?"—FD(), n=20
n

R, = Cpr™ + D, 1",

Since Inr and 72" blow up as r — 0 we have Cy = C,, = 0. Thus

u(r,0) = ap + Y a, r*" cos 2nf
n=1

Apply the inhomogeneous boundary condition

uy(r,0) = Y 2na,r* " cos 2nf
n=1

Andatr =1 .
ur(1,0) = > 2na, cos 2nf = g(h)

n=1

This is a Fourier cosine series for ¢g(f) and thus

/2 4(6) cos 2n8 df
72 cos2 2n0 df

2na, =

/2 4(6) cos 2n0 df

2n 7% cos? 2n0 df
Note: ag is still arbitrary. Thus the solution is not unique.

w/2
/ g(0) df = 0 which is to say that ag = 0.
0

n — n:1,2,...
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7c u(r,0)=0
u(r,m/2) =0

ur(1,0) =1

Use Ta to get the 2 ODEs
"+ 10 =0 PR'+rR — AR =0
©0) =6(n/2) =0
4
2
Ay = (”_—”) — ) n=1,2...
O, = sin 2n6, n=12...
Now substitute the eigenvalues in the R equation
?R'"+rR — (2n)*’R =0

The solution is
R, = C,r " + D, r*", n=12...

Since 72" blow up as r — 0 we have C,, = 0. Thus

u(r,0) = > a,r* sin 2nf
n=1

Apply the inhomogeneous boundary condition
up(r,0) = > 2na,r* " sin 2nf
n=1

Andatr =1 .
ur(1,0) = > 2na, sin 2nf = 1

n=1
This is a Fourier sine series for the constant function 1 and thus
/21 . sin 2n6 df
1772 sin2 2n0 o

2na, =

771 -sin2ngdg  ECUS 1 (1)

— — 2n —
2n fow/2 sin? 2nf df 2n3 n*m

n

1-(=1)")

a, =
n2m
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1 1
8a. um«+—ur+—2u09:0
r r

u(a, 0) = f(0)

R+ rR — AR =0 0"+ X0 =0
©(0) = O(2n)
0'(0) = 0'(27)
The eigenvalues and eigenfunctions can be found in the summary of chapter 4
N =0 Oy =1 forn =0

Ay, = n? O, = cosn# and sinnf forn =1,2,...

Use these eigenvalues in the R equation and we get the following solutions:
Ry = Ay + By Inr n=~0

R, = A, + B,r™" n=12...
Since r = 0 is outside the domain and r is finite, we have no reason to throw away any of
the 4 parameters Ag, A,,, By, B,,.

Thus the solution

u(r, 0) = (A + By Inr) L a0 + > (Ayr" + By ") (an cos nf + by, sin nf)
Ro 9 e R, ©n

Use the 2 inhomogeneous boundary conditions

f(0) = u(a, 0) = Agag + ByagIna + Y (4,a" + B,a™")a, cos nb
b &B g n=1" c:; d
+ Y (A4,a" + B,a )b, sin nb
n=1"

8.

g(0) = u(d, 0) = Agag + BoagIn b+ > (A, 0" + Byb™") ay cos nb

Y0 n=1 Yn
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+ Y (A4, 0" + B,b ") b, sin nf

n=1

on

These are Fourier series of f(#) and ¢(f) thus the coefficients «y, ay,, 3, for f and the
coefficients 7g, V,, 0, for g can be written as follows

1 2w
ap = %/o £(6)d8

1 2w

@, = = / £(8) cosnb do
mwJo
1 2w

B, = = / F£(0) sinnf do
m™ Jo

]_ 2m
Yo = %/o g(0)do

1 27

Yo = — / g(0) cosnf df
7 Jo
1 2m

5y = — / g(6) sinnd do
7 Jo

On the other hand these coefficients are related to the unknowns Ay, ag, By, by, Ay, @, By,

and b,, via the three systems of 2 equations each

ag = Agag + Byag In a
solve for Agag, By ag
Yo = Agag + Boagln b

a, = (Apa" + B,a™")ay,
solve for A, a,, B, ay,
Yo = (A 0" + B, b ") a,

ﬁn = (An a" + Bn ain) bn
solve for A, b,, B, b,
0n = (AR 0™ + B, b7") b,

Notice that we only need the products Ayag, Boby,Anayn, Bnan,, Anb,, and B,b,.

Yo — Qo

Byag = 0 — %0
0% = 10 — Ina
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apg Inb — vy Ina

Aolo = T g
a,b” — y,a™
Buay = o —
Apa, = %
In a similar fashion B0 — 6,an
B,b, = R P——
Ay = O =P
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8. b  Similar to 8.a

u(r,0) = (Ag + Bolnr)ag + > (A, r™ + B,r™") (a, cos nf + by, sin nf)
n=1

To use the boundary conditions:

ur(a, 0) = f(0)

ur(b, 0) = g(b)
We need to differentiate v with respect to r

By

—ag+ Y (nA, """ = nB,r ") (a, cos nf + by, sin no)
"

n=1

up(r, 0) =

Substitute r = a

B oo
ur(a, 0) = =2 ay + Y (nA,a" " = nB,a ") (a, cos nf + by, sin nb)
a

n=1
This is a Fourier series expansion of f(6) thus the coefficients are

B, 1 2m
ay = —/0 f(0)do = a

a 2

(nA,a" ' — nB,a " Ya, =

2
/ £(6) cos nfdf = ay,

o

(nA,a™ ' — nB,a ™ b, =

A= 3=

/027r (@) sin nfdf = g,

Now substitute r = b

B oo
ur(b, 0) = Toao + > (A" — nB,b ") (a, cos nf + b, sin nb)
n=1

This is a Fourier series expansion of g(f) thus the coefficients are

BO 1 27
—ay = — 0)do =
b ap o /0 9( ) Yo
n—1 —n—1 ]' m —
(nAnb — nB,b Ya, = — / g(0) cos nddo = ,
m Jo
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1

27
(nAL" — nB,b™" " b, = = / g(0) sin nfdf = o,
7 Jo

Solve for A,a,,, Bpay:

(nA,a”' — nB,a™" Ya, = a,
(nAL"™" — nB,b™" Na, = v,

We have

oy, bfnfl — Yn afnfl

An n —
a n(an—l b—n—l _ bn—l a—n—l)

o, bnfl — Y anfl

Bn n —
a n(an—l b—n—l _ bn—l a—n—l)

Solve for A,b,,, B,by,:
(nAna"_1 — ana_n_l)bn = B

(nAY"™" — nB,b™" " b, = 6,

We have
/Bn bfnfl _ 6n afnfl

n(an—l b—n—l _ bn—l a—n—l)

ﬁn bnfl _ 5n anfl

n(an—l b—n—l _ bn—l a—n—l)

Apb, =

B,b, =

There are two equations for Byag:
Boag = by
Boag = aQ
This means that f and ¢ are not independent, but

acg = by

which means that

a /027r £(0)d0 = b /027r g(0) do

Note also that there is no condition on Agay.
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9.
uy (z,0) = 0

uy (z, H) = 0
u(0,y) = f(y)

X" - AX =0
solution should
be bounded

when z — o0

Xy - (22) X, =0

H

Figure 57: Sketch of domain

Y" + \Y
Y'(0) = 0
Y'(H) = 0

2
A = (5F)

nmw _nm
X, =A,ea?® + B,e 7"

to get bounded solution A, =0

Forn =0
Xy =0

XO = Agx + BO

for boundedness Ay =0

u:BU-l—l—ZBne*
n=1

© nm
u(0,y) = fly) = Bo + Z B, cos FZJ

nmw

n=1

Fourier cosine series of f(y).

nr nm
2" cos —

H

copy from table in Chapter 4 summary

n=012-:-
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10. u = Uz + q(z, 1) 0 <z <L
subject to BC  u(0,t) = u(L,t) =0
Assume: ¢(z, t) piecewise smooth for each positive t.
u and u, continuous

Uy, and u; piecewise smooth.

Thus,

nmw

u(x, t) = Y by(t) sin Sk
n=1

(a). Write the ODE satisfied by b, (¢), and
(b). Solve this heat equation.

STEPS:

1. Compute g, (t), the known heat source coefficient
2. Plug v and q series expansions into PDE.

3. Solve for b,(t) - the homogeneous and particular solutions, b (¢) and bZ (¢)

4. Apply initial condition, b,(0), to find coefficient A, in the b,(¢) solution.

u(z, 0) = f(z)
1.
q(z, t) = ) gu(t) sin L
n=1 L
2 [t . nm
qn(t) = 17 /0 q(z, t) sin dem

2.

u = Y b (t) sin DT

n=1 L

Assume



00 00 2 00
> b (t) sin Ty = > bt [— (n_w) ] sin -z + > qu(t) sin
n=1 L n=1 L L

n=1

We have a Fourier Sine series on left and Fourier Sine series on right, so the coefficients
must be the same; i.e.,

(a) |0 (t) = — (%)2 bu(t) + qu(t)| = A first order ODE for b, ().

IL Solve ,(t) = — (%) ba(t) + gu(t)
Solution Form: b, (t) = A, b2 (t) + b (t)

nmw 2
Homogeneous Solution: b (t) = e (%)

<
)
—~
3
~
~
&
3
()
S
—~
ﬁ
~—
U
\1

Particular Solution: bﬁ(t) = e(n_Lw) t/
0

bn(t) = A, 6_(%)% + 6(%)2t /Ot e (%)27(]71(7_) dr

(Step IV is an extra step, not required in homework problem.)

o0

IV. Find A, from initial condition. u(z, 0) = f(z) = Y b,(0) sin n%x
n=1
9 L
b,(0) = — f(z) sin — xdx
L Jo

bu(t) = % /OL <f(a:) sin %xdm) <6(LJ)2t> + (1) /Ot ef(n_bﬂ)%qn(r) dr

Plug this into u(z, t) = Y02, by(t) sin “F
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3
11. uy = kugy + €72 cos Sl T

L
| ——
q(=,1t)
u, (0,t) =0
ug (L, t) =0
u(z, 0) = f(z)
The boundary conditions imply
> nm

u(z, t) = Z% b, (t) cos Sk

Let q(z, t) = Y gu(t) cos %x =  qt) = e’
n=0
g3(t) = e ®  the rest are zero !
Thus 5
bn:—k(n%> by + o n =01,
n =20 bp =q =e! = by=—et
nm 2
by + k(T) bh=q¢ =0
homogeneous
/ on )2
by + k(ZE) by =0
; 3nm\? _
b3 + k(T) b3:€2t
rest are homogeneous.
One can solve each equation to obtain all b,,.
. 2 )2
bn+k<%> by =0 = b, = Che )t = 1,245 ...
note: n # 3

. 37\ 2
bs + k <_7r> bs = e ?*  Solution of homogeneous is

3

\2
by = Cyet(5F)
For particular solution try by = Ce
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[—2+k (%”)2] C=1
- k(%;2—2

denominator is not zero as assumed in the problem.

k(22)¢ —
= b3:C3€(L) +k(3771)2—262t
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12. uy — Puge =0 0<z <L
u(0,t) = u(L,t) =0
u(z, 0) = f(z)
w(z, 0) = g(x)
XT" - X"T =0
TII Xll
= — = —)\
2T X
X"+ AX =0 "+ \*T =0
X(0) =X(L) =0
nm nm\?2
Xn = sin — T” <_> 2Tn —
sin ——z n 7 c 0
n=12--
2
Ap = (%) T, = o, cos zct + 3, sin
u(z, t) = 712::1 {an cos n;rct + [, sin %t} sin Sk

u(z, 0) = f(z) = i Q;, sin %x
n=1

oo

nmwe nm
0) = g(z) = 3. B, sin =
u(z, 0) = g() ngl 7 Bu sin —x
9 L
on =7 | f(z) sin n—;xdx
9 L
nzcﬁn =7/ g(x) sin n—;xda:
2 L nm
v/ n7rc/o g(x) sin T ade
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13. uy = 2uy,

u(0,t) =0
uy (L, t) = 0
u(z, 0) = sin 3 Xz
u=XT
XT = 2X"T

' "

X"+ 22X =0

X(0) =0

X'(L) =0

X, = sin <n + —>

Att =0
o0 . T
u(z,0) = > ay sin (n + —) —x
n=1 L
But also
_ ain 3T
u(z, 0) = sin 5 T
Therefore
ap = 17
)2 3
o= 23E) tgp 2L
u(z,t) = e sin o @

1
2

T +2)\T =

L

a, =0 n>1
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14. uw, = k [% (ruy)r + %Uaa]

up (a, 0,t) =0 inside a disk
u(r, 8,0) = f(r, 9)

OT'R = kT [0L(rR) + 4 RO"|

T/ B %(TRI), 1 @// B

- R Tree -
1 RN 1 n
T + AT =0 () + = o = — A multiply through by r?
R r? ©
r(rR') 9 o
)\ = - — =
R + AT 5 "
O + puO = 0; r(rR") + A\r*R — pR = 0
©(0) =02 | R(0)| < oo
0'(0) = ©'(27) R'(a) =0
U \J
fhy = n? R = J,(VAr)
n=1,2--
sin n 6 )
O, = { J(VXa) =0 gives A\p,
cos nf

po =0 Oy =1

T 4 A kT = 0 = Ty = e Mom bl

u(r, 0,t) = > l% + > (a, cos nd + b, sin nﬁ)] Jn (\/)\an> g FAnmt

m=1 n=t I ——" Tum

~~
an

©n

f(r,8) = i l% + i(an cos nf + b, sin nﬁ)] J, (Mr)

Fourier-Bessel expansion of f.

See (7.5 later)
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6 Sturm-Liouville Eigenvalue Problem
6.1 Introduction
Problems

1. a. Show that the following is a regular Sturm-Liouville problem

X"(z) + AX (z) = 0,

b. Find the eigenpairs A,, X,, directly.
c. Show that these pairs satisfy the results of the theorem.

2. Prove (6.1.28) - (6.1.30).
3. a. Is the following a regular Sturm-Liouville problem?

X"(z)+AX (z) =0,

Why or why not?
b. Find the eigenpairs A,, X,, directly.
c. Do they satisfy the results of the theorem? Why or why not?

4. Solve the regular Sturm-Liouville problem
X"(z) +aX(x)+ XX (2) =0, a >0,

X(0) = X(L) = 0.

For what range of values of a is A negative?
5. Solve the ODE

X"(z) +2aX (x) + AX (z) = 0, a>1,

6. Consider the following Sturm-Liouville eigenvalue problem

d du 1
A—u =0, 1<z <2,
x

dr \"dx
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with boundary conditions
u(l) = u(2) = 0.

Determine the sign of all the eigenvalues of this problem (you don’t have to explicitly deter-
mine the eigenvalues). In particular, is zero an eigenvalue of this problem?

7. Consider the following model approximating the motion of a string whose density (along

the string) is proportional to (1 + z)72,

(1—|—x)72utt—um:0, 0<zx<l, t>0
subject to the following initial conditions
u(aja 0) = f(x)v

u(z,0) =0,
and boundary conditions
u(0,t) = u(L,t) = 0.
a. Show that the ODE for X resulting from separation of variables is

A
X' 2 X =0
HNTEE

b. Obtain the boundary conditions and solve.
Hint: Try X = (14 2)*
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C.

p continuous & positive
q continuous & nonnegative
o continuous & positive

p =1 B =0 fs =0 Bs =

See chapter 4

Infinitely many eigenvalues

A1 is smallest

no largest

X, are orthogonal

one eigenvalue for each eigenfunctions

and so on
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. The eigenfunctions X, (z) and the eigenvalues are \,. Use these A, in (6.1.24)
T, + \1T, =0

= T,(t) = Cpe ™7
Z p € /\ntX )

att =0 wu(z,0) => a,X,(x), a, are T,(0) in (6.1.28)

To find a, we use the Fourier series expansion of f(z) = u (x, 0)

Jo' f(@) X (2) (@) plz) dz
o X2@) (@) ple)  da

———
weight function

= Qp,

If a, # 0 clearly A, is the smallest and thus a; e *'* X (z) dies the slowest.
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3a. No, because the boundary conditions are not of the form

BLX (0) + B X' (0) = 0

BsX (L) + B4 X'(L) = 0
b. eigenpairs found in chapter 4
)\0 - 0 X() =1
; 2nm
An = <2nﬂ->2 X, = - e
L 2nm
COS TZU

c. No, because we have more than one eigenfunction for some eigenvalues.
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X"+aX +2X =0 a >0

X = e!”

4 a+ =0

b==xv—-a— A

Ifa+XA>0 (A > —a)

X = Acosva + Az + Bsin vVa + Az

= X = Bsinva + ML =0

va+ AL =nn n=12 -

2
)\n:—a+<n%> n=12---

(show that if @ + A < 0 the solution is trivial)

2
A< 0 if —a+(5> <0

a > (r/L)

189



X"+2aX + 20X =0 a > 1

P+ 20+ X =0

L= xvV-A -2«

A+ 2a >0 (A > —2a)

X = Acos VA + 2ax + Bsin VA + 2ax
X(0)=0=A=0
X'(1) = BV + 2acos VA + 2a = 0

\/)\+2a:g+n7r n=201,2--

1 2
A = —2a + {(n—i-g) 71']
n=2~012---

1
X,, = sin <n+§> T

If « > 1, X could be negative if o > %2

If1 < a < Z° then all X are > 0.
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1
(xu')'—l—)\;u:O l<z<?2

1
Use Rayleigh quotient p =z, g =0, o= =
T

\ —zuu' [P+ [Fr()de [P a@W)de

- I %U2d$ B z %u2dx

denominator is positive
numerator could be zero if u = constant. = A > 0

Is that (A = 0) a possibility?

A=0=(zu) =0

Integrate
ru' = ¢ = constant

/I _ ¢C
u = =
x

Integrate again
u=-cloge+d

uw(l)=c-0+d=0=d=0
u(2) =0=clog2=0=c=0

= A = 0 is not an eigenvalue.
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7. (1 + 2) 2uy — uge = 0, 0 <z <1
u(z, 0) = f(2)
ug (xz,0) =0
u(0,t) = u(L, t) = 0
(1+2)2XT" — X"T =0

(14 2)2L — X2 =9

T X
T = mEaox = A
X"—I—#X—O "+ AT =0
(1 +z)2" B
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6.2 Boundary Conditions of the Third Kind

Problems

1. Use the method of separation of variables to obtain the ODE’s for x and for ¢ for equations
(6.2.1) - (6.2.3).

2. Give the details for the case A > 0 in solving (6.2.4) - (6.2.6).

3. Discuss

lim A,
n—oo

for the above problem.

4. Write the Rayleigh quotient for (6.2.4) - (6.2.6) and show that the eigenvalues are all
positive. (That means we should have considered only case 3.)

5. What if h < 0in (6.2.3)? Is there an h for which A = 0 is an eigenvalue of this problem?
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1. uy = kugy

w(0,t) =0 = X(0) =0
uy(L, t) = —hu(L,t) = X'(L) = —h X(L)
T = kX"T
L.
T+ kAT =0 X"+ AX =0
X(0) =0
X'(L) = —h X(L)
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2.0>0
The solution of the ODE for X is
X = Becos VAz + Asin VAz
X(0)=0=B=0

X'(z) = AVAcos VAz + 0
/l\

since B = 0
X'(L) = AV cos VAL
~hX (L) = —h Asin VAL
= AvV)cos VAL = —h A sin VAL
A # 0 (to avoid trivial solution)
= VAcos VAL = —hsin VAL

If cos VAL = 0 = —hsin VAL = 0 = sin VAL = 0 not possible.
Therefore we can divide by cos VAL

tan VAL = —‘/TX
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3. Graphically we see that the straight line crossing the lower branches of tangent function

since the lower branches are for

the eigenvalues are always in these ranges. As n increases, the crossing become closer to
the left side (where tan approaches -00)
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X'(L) = ~h X(L)

Rayleigh quotient

A =

X X'k

The numerator is

—pX X'} + [y {(pIX']? — ¢ X?}dx

JEoXx2ds

XX P (X)2de

JEx2dx

= —X (L) X'(L) + X(0) X'(0) = h X(L)?

L
h X(L)2+/ (X'V2de >0
e 0
>0 >0 _—
>0

since
X #£0

since X’ maybe zero

The denominator is positive (integrating X?)

=

A>0
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5. If h < 0in (6.2.3)

= the numerator is now

L
h X(L)2+/ (X')2 d

———
<0

= there is a possibility of zero or negative eigenvalues.
For what h one can have zero eigenvalue ?
check  (6.2.10)

B(l+hL) =0 = 1+hL =0
1
h=——<0
L<
For this case B # 0 = X,(r) = Bz
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6.3 Proof of Theorem and Generalizations

Problems
1. Show that if u, v both satisfy the boundary conditions (6.1.9)-(6.1.10) then
p(uv —vu') > =0.

2. Show that the right hand side of (6.3.4) is zero even if u, v satisfy periodic boundary
conditions, i.e.

and similarly for v.

3. What can be proved about eigenvalues and eigenfunctions of the circularly symmetric
heat flow problem.

Give details of the proof.

Note: This is a singular Sturm-Liouville problem.

4. Consider the heat flow with convection
Uy = kg, + Vo ug, O<x<L, t>0.

a. Show that the spatial ordinary differential equation obtained by separation of
variables is not in Sturm-Liouville form.

b. How can it be reduced to S-L form?

c. Solve the initial boundary value problem

w(0,8) =0, t>0,
u(L, t) =0, t >0,

u(z, 0) = f(x), 0<z<L.
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1. u, v

Bi5(a) + ra'(a) = 0

Byw(b) + Baa'(b) = 0

pluv’ — vu') [ =0

(1).  fv'(a) = = Biv(a)
Bav'(b) = — B3 v(b)

(2). assume 3 # 0

) v0) =~ 00
; + 50
—v(b)u'(b) = —u'(b) <_E v'(b))
(3). assume 31 # 0
! o —@UI V' (a
“u@ @ = - (-F0@) v
+ =0
+v(a)u'(a) = —% v'(a)u'(a)

(4. IB=0 b) =0

leads to u(b)v'(b) = 0

(5). same true if 5, = 0
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and similarly for v

pluv' —vu) |’ =

= p(b) u(b) v'(b) — p(b) v(b) w'(b)

= pla) u(a) /(@) + pla) o) (a)
v(b

~——

. u(b) N ) )
p(b) u(b) ' (b) p(b) w'(b) v(b)
this term this matches the term right above it
cancels the with difference in sign only

one above it.  thus these two terms add up to zero.
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Uy = ku.’t.’t + %ux

a.
u=XT
XT' = kTX" + Vo, X'T
Tl B XII %XI B )\
kKT X E X
X”+%X’+>\X:0

The two terms in the box should be combined into one in order to have the equation in

Sturm-Liouville form.
b, X"+ %X = (e%mX)’e*%m
(Recall integrating factors!)
Thus the equation becomes
€FTXY + e X =0
This is the Sturm-Liouville form with

Yo
Lz

p=et’; q=0; o=e

Yo
2z
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4c. To solve the initial value problem we have

X”+%X’+)\X:0

Try X = et”
v
A 2+ A=0
k
2
(R R (O <E>2_A
= T % 2k

2
If (QK]‘;) — A > 0 the solutions are real exponentials which with the boundary conditions

2
yield a trivial solution. Similarly for (QK]‘;) = A, since X = e (Az + B) which again

is trivial when using the boundary conditions.

? 2
1t ()" = A < 0 then let AZ = A — (%)
The solution is X = 6_‘2/_25’3(14 cos Az + B sin Ax)

Using the first boundary condition we get
X(0)=0=A4

Thus the second boundary condition gives
X(L)=0=e¢#Bsin AL
= AL =nmw n=12---

S - (%) = (=) n=12-

Vo2 nm\?2
) () e
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Using these eigenvalues in the T equation:

T + A\ kT =0

we get
T _ efz\n kt
=
Thus
e v .onT
u(w, t) = > bye Mk e~ % sin Sk (%)
n=1
Use the initial condition:
s v .onT
flz) = > by e~ 7 sin Sk
n=1

This is a generalized Fourier series of f(x)

\%i
. J& f(z)e = sin T rd
" Y 2 nw

L Y, .
Jo e ® ¥ sin® B ady

(#)

The solution is given by (*) with the coefficients by (#), and A, in the box above.
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6.4 Linearized Shallow Water Equations

Problems

1. Find the second solution of (6.4.13) for a(c) = —n.
Hint: Use the power series solution method.

2.
a. Find a relationship between M (a,b; z) and its derivative %.
b. Same for U.

3. Find in the literature a stable recurrence relation to compute the confluent hypergeo-
metric functions.
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6.5 Eigenvalues of Perturbed Problems

Problems
1. The flow down a slightly corrugated channel is given by u(z,y, €) which satisfies
Viu = —1 in |y| < h(x,e) =1+ ecoskx

subject to
u=>0 on y = th(z,e¢)

and periodic boundary conditions in x.
Obtain the first two terms for u.

2. The functions ¢(z,y, €) and A(e) satisfy the eigenvalue problem
Pz + by + A =0 in 0<z<m, O+e(r—z)<y<n

subject to
=0 on the boundary.

Find the first order correction to the eigenpair
¢§°) =sinxsiny

A =2
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7 PDEs in Higher Dimensions

7.1 Introduction

7.2 Heat Flow in a Rectangular Domain

Problems
1. Solve the heat equation
ur(z,y, 1) = k (oo (2, 4, 1) + uyy (7, y,1))
on the rectangle 0 < x < L,0 < y < H subject to the initial condition
u(z,y,0) = f(z,y),

and the boundary conditions

a.
U(O, Y, t) = UI(La Y, t) =0,
u(z,0,t) = u(z, H,t) = 0.
b.
UCE(()) y7 t) = u(L7 y7 t) = 07
uy(7,0,t) = uy,(x, H,t) = 0.
C.

u(0,y,t) = u(L,y,t) =0,
u(z,0,t) = u,(x, H,t) = 0.
2. Solve the heat equation on a rectangular box
0<z<LO0<y<HO<z<W,
Ut(.CU, Y, z, t) = k(uxx + Uy + uzz);
subject to the boundary conditions
u(0,y, z,t) = u(L,y, 2,t) =0,
u(z,0,2,t) =u(z, H, z,1t)
u(z,y,0,t) = u(x,y, W,t)

0,
0,

and the initial condition
u(x7 y7 27 0) — f(x7 y7 Z)'
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2YT = kYX"T + kXTY"

T X y"
_ = — —_— = —)\
kT X + Y
. X// Y//
T AT =0 - _\N= —
* X Y H
X"+ pX = Y'"+ (A= p)Y =0

L
~ Y, in 27 A (mﬂf
nm — S —— nm — HMn —
H y H H

mT

B foH foL f(z, y) sin (n - %) T sin T ydr dy

anm -
H oL .2 1\ « 12 mw
Joo Jy sin (n — 5) T sin® B ydx dy
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n— i n— i)
Xn:cos( Lz) T M = ( LQ) n=12---
2
1
mm n —5)m m o\ 2
Ynm_COSFI A = ( LZ) _1_(?) n =12 - m =
0, 1, 2,
1 1
=1 n—g)mT © X n—s5)m
w(w,y,t) = > =ange " cos Qx—i— SN apme At cos Qm cos My
n:12 L m=1 n=1 L H
fofo,y cos (n — 1) Tz cos 2T ydxdy
o =20 (=, y) ( 2)L H n=12-- m=0,1,2,

fOH fOL cos? (n — %) T cos? Bl ydxdy
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Y(0)=Y'(H) =0
. nT nm\?
X, =sin —=x fp = <—> n=1,2,
L
m — 1 ™ 2 m
Y,m = sin ( H2) y Ay = (ngr) + [(
w@,y,t) = > appe Mt sin — x sin
m=1 n=1 H
_ foL foH f(x, y) sin %% x sin (m;f)wydydx

foL foH sin®

nmw in2
7T sl

_ 1),
%ydydx
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2w = k(ugy + Uyy + uyy)
TXYZ = kT(X"YZ + XY"Z + XY Z")

T X// y” A

—+ ===
MOX Y Tz
. Xl/ Yll Z//
- X Y Z .
Y/l ZII
X,I+MX: ___7—)\4—/],:—1/

Y+ Y =0
Y(0) = Y(H) =0

v)Z =0

Tt = sin S22 Ny = (%)2 + (%)2 + (%)2 (=12 -

(0] o0
- . nm mm . AT
u(z,y,z,t) Z S apme e Fremet sin — 7 x sin 7 Y sin 352
n=1 m=1 (=1
o Sy f(a: y, z) sin %%z sin Ty sin T 2 dz dy dx
nmt — fff n? nw 2 mnw 2 Lr o ds dud
o Jo Jo Ix sin® Ty sin® 2 dzdy dx
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7.3 Vibrations of a rectangular Membrane

Problems
1. Solve the wave equation
U (7, Y, 1) = & (Uga(,Y, 1) + gy (2,9, 1)),
on the rectangle 0 < x < L,0 <y < H subject to the initial conditions
u(z,y,0) = f(z,y),

Ut(xaya 0) - g(xay)a

and the boundary conditions

a.
u(0,y,t) = uz(L,y,t) =0,
u(z,0,t) = u(x, H,t) = 0.
b.
u(0,y,t) =u(L,y,t) =0,
u(z,0,t) = u(zx, H,t) =0
c.

um(oa Y, t) = U(La Y, t) = 07
uy(7,0,t) = uy,(x, H,t) = 0.
2. Solve the wave equation on a rectangular box
O<zrz<LO0<y<HO<z<W,

utt(xa Y, <, t) = CZ(U‘.’L'.’L' + Uy + u22)7

subject to the boundary conditions
w(0,y,z,t) =u(L,y,z,t) =0,

u(z,0,2,t) =u(z, H, z,1t)
u(z,y,0,t) = u(x,y, W,t)

0,
0,

and the initial conditions
u(x7 y7 Z? 0) — f(x7 y7 2)7

Ut(ajaya 270) = g(xa%z)'
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3. Solve the wave equation on an isosceles right-angle triangle with side of length a
u (2, Y, 1) = ¢ (Ugg + Uyy),

subject to the boundary conditions
u(z,0,t) = u(0,y,t) =0,

u(z,y,t) =0, on the line r+y=a

and the initial conditions
u(z,y,0) = f(z,y),

uy(v,y,0) = g(z,y).
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Loy = 2 (Ugy + Uyy)
TXY = T (X"Y + XY")

T X// y"

= -\
2T~ X * Y
.. XII YII
T+MT=0 —F=-%-X2=-
+ Ac X v I
X" + puX Y'"+ (A= p)Y =0
a. X(0) = X'(L) = 0

Y(0) = Y(H) =0

as in previous section

u(zw,y,t

o0 o0 —_ l
Z Z {anm cos c\/ Apm t + by Sin c\/)\nmt} sin (n 2) i
n=1 m=1

Initial Conditions

1

f(x,y)—uxy, i ianmSin (n _Li)ﬂ-
n=1 m=1

.. mm
T sin Y
H

yields a,,m,
fo fo f(z, y) sin (n — %) T sin “F ydr dy
Apm =
JIE [ sin? (n - %) Tz sin® 22Xy dx dy
= 1
g(x,y) = w(z,y,0 Z Zc )\nmbmsm(n——)zxsinmy
n=1 m=1 2 L H

_1
— S g, )sin (n Lz) x sin Ty dy dx
" e D JE T sin? (n — ) Fasin® 2Eydydo
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Yim = sin Iy Anm = (%)2 + (%)2 m=12, ---

el n mm
'y Y t) = nm )\nm t bnm i )\nm t } in — in —
u(z,y,t) = Y {a cos ¢ + sin ¢y/ sin —— sin ——y

n=1 m=1

nm .o mm

flz,y) = T;ﬁ; (A, SII Sk sin - Y

mTm

g(z,y) = Z Z A/ A D S0 L 7 xsinFy

=1 m=1

3

Gpm 5 bpm 1N a similar fashion to part a.

S Y (=, y) sin 20 3 sin Ty da dy

2m7r

fO fO sin? Bz sin® Ty dr dy

nm:

b — I ) (=, y) sin °T x sin TEy dy do
e vV Anm fOL fO sin? = sin? 2y dy du
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c. see 1lbin 7.1

ancos@ _[(n—%)ﬂ

0 _ 1
u(z,y,t) = Z {ano cosc\/)\Tot + by sin c\/rm)t} cos (n LZ)Wx

n=1

(e.) (e.) J— l
+ Z Z{anm cos c\/ Apmt + bum sinc\/)\nmt}cos (n 2)Wyccosﬂy
m=1 n=1

f(z, y) yields ang, pm

g(x, y) yields by, bum
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2. Since boundary conditions are the same as in 2 section 7.1

mm . fx

u(z,y,z,t) = Z Z Z {anmz coS c\/ Apmet + bpme SIN A/ Apme © } sin n%x sin 5y Y sin ik

n=1 m=1 (=1

f(xa Y, Z) yields Apme
_ I I Y flx,y, 2) sin “Ersin 25y sin —zdzdydx

Opme = ; -
e fOL fOH Iy sin? LT x sin n? Ly si n? “zdzdydx

g(x,y, z) yields bpme

b fOL JE Y gz, y, 2 ) sin 2T z sin 22X y sin &L 2 dz dy d
e N Dume JE [V sin? BE 3 sin® X y sin® %zdz dy dx
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3.
See the solution of Helmholtz equation (problem 2 in section 7.4)

Upm(z,y) = sin z(m + n)z sin Eny — (=)™ sinz(m + n)y sin T na
a a a a

T
)\nm:_ 2 2 ) :1727"'
a\/(m+n) +n n,m

The solution is similar to 1b

u(z,y,t Z Z {anm cosc\/ Apmt + bpm Sin c\/)\nmt} U (2, Y)
n=1 m=1
o0 o0
= Y tum Vam(z,y)
n=1 m=1

gz, y) = DY e/ A bum Yrm (2, )

n=1 m=1

Qpm > bpm 10 a similar fashion to 1a.
P I S (@, y) Yum(x, y) do dy
" fO fO nm(x y) dx dy

b fO Jo 9(x, Y)Yum (2, y) dy dx
" CV )‘nm fO fO nm(x y) dydx
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7.4 Helmholtz Equation

Problems
1. Solve
V2 +Ap =0 [0,1] x [0,1/4]

subject to

¢(0,y) =0

¢x(L,y) =0

¢(z,0) =0

¢y(x,1/4) = 0.

Show that the results of the theorem are true.
2. Solve Helmholtz equation on an isosceles right-angle triangle with side of length a
Ugg + Uyy + Au =0,
subject to the boundary conditions
u(z,0,t) = u(0,y,t) =0,

u(z,y,t) =0, on the line T +y=a.
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1/4
¢=0 9x=0

Figure 58: Domain fro problem 1 of 7.4

1.
o(r, y) = XY

X"Y + XYY" + AXY =0

X" Y
DO
X"+ pX = Y'+ A =—p)Y =0
X(0)=X'(1)=0 Y(0) =Y'(1/4) =0
U U
X, =sin(n — ) 7w Yom = sin(m — 3) 4wy
pn = [(n = H)a]’ A = [(n = D]+ [(4m — 2)]?
n=1,2, m =1, 2,
am = sin(n — )7 sin(4m — 2) 7y

Aom = [(n — 3)7]* + [4m — 2) «]? n,m=1,2 -
Infinite number of eigenvalues

Aii = ;7 4 4n? is the smallest.

There is no largest since \,,, — 00 as n, m increase
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Figure 59: Domain for problem 2 of 7.4

2.
The analysis is more involved when the equation is NOT separable in coordinates suitable

for the boundary. Only two nonseparable cases have been solved in detail, one for a boundary
which is an isosceles right triangle.

The function

TT . VT
sin —y
a a

sin

is zero along the z and y part of the boundary but is not zero along the diagonal side.
However, the combination

vm
a

y F sin EXy sin “F

sin &% 7 sin
a a

is zero along the diagonal if 4 and v are integers. (The + sign is taken when |y — v is
even and the — sign when |y — v is odd).

The eigenfunctions
i i s s
Y (T, y) = sin — (m + n)z sin —ny — (—1)™ sin — (m + n)y sin —nx
a a a a
where m, n are positive integers.

The only thing we have to show is the boundary condition on the line z + y = a. To
show this, rotate by 7/4



sini(m+2n)§sinzmn — sin T (m + 2n)nsin Im&  m = 2,4,
o o

wmn:
cos%(m—i—?n)ncosgmﬁ — cos & (m + 2n)§ cos Tmn m=1,3, -
= Ypn =0  foré =a/2  whichisz + y = a.

The eigenvalues are:

Amn = (%) \/(m + n)? + n?
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7.5 Vibrating Circular Membrane

Problems

1. Solve the heat equation
wy(r, 0,t) = kV2u, 0<r<a0<f<2m,t>0
subject to the boundary condition
u(a,0,t) =0 (zero temperature on the boundary)
and the initial condition

u(r,0,0) = a(r, ).

2. Solve the wave equation
wy (1, 1) = ¢ (tyy + %u,«),
ur(a,t) =0,
u(r,0) = a(r),
u(r,0) = 0.
Show the details.

3. Consult numerical analysis textbook to obtain the smallest eigenvalue of the above
problem.

4. Solve the wave equation

uy(r,0,t) — 2V = 0, 0<r<a0<6l<2r,t>0
subject to the boundary condition
ur(a,0,t) =0
and the initial conditions
u(r,0,0) =0,

u(r,0,0) = B(r) cos bb.

5. Solve the wave equation
uy(r,0,t) — 2V3u = 0, 0<r<a0<@<m/2,t>0
subject to the boundary conditions
u(a,0,t) =u(r,0,t) = u(r,7/2,t) =0 (zero displacement on the boundary)

and the initial conditions
u(r,0,0) = a(r,9),

u(r, 0,0) = 0.
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1. uy = kVZu

0<r<a
u(a,0,t) =0 0 <6 <27
u(r, 0,0) = al(r0) t>0
TRO = kT [0L(rR) + 5 RO
T 1 ., 1 e
iR TR g = A
T+ kAT =0 %(TRI),—F%:—)\TZ
%(TR')'—F)\TQ —% = u
0" +p0 =0 r(rR) + (M?* — p)R =0
0(0) =02 |R(0)] < o0
0'(0) = 0 (27) R(a) =0
U U
o = mM? Ry = Cup Jon (VAT) to satisfy | R(0) ] < oo
sin m 0
O = m =1, 2,
cos m
Rn(VAa) = CpJm (VAa) =0
po =0 ¢
O =1

Anm  are solutions of I (\/X a) =0
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a(r,0) =Y anJo(Vnor) + D D (anm cos mO + by, sin m0) Jp, (\/ Ay 7)
n=1 m=1

n=1

027T Jo a(r, 0) Jo (VAnor) rdrdd
O [ T3 (Vo) rdrdf

T f alr, 0) cos mO Jy, (VA ) rdrdd
T2 [ cos? mOJZ (V) rdrdd

Qno =

anm

STy a(r, 8) sin mO Ty (VAumr) rdrdf
N 5T fesin® m O J2 (VX ) rd rdf

bnm
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2. uy — & (up + %u,«)

ur(a, t) =0
u(r,0) = a(r)
ug(r,0) =0

. 1
TR— &R + -R)T =0

T R 4+1IR

2T R -

. 1
T+ X*T =0 R'+-R +XR =0
—_—
1
;(TR,)I—F)\R: 0
multiply by r?
r(rR)Y + Ar*R =0
| R(0)| < oo
R'(a) =0

This is Bessel’s equation with ¢ = 0

= R, (r) = Jo (/)
where VA, J{ (VA a) = 0

gives the eigenvalues A\,

o0

u(r,t) = Y {an cos \/Ynct + by, sin c\/;nt} JO(\/)an)

n=1

a(r) = iojl CLnJg(\/ET')

o Jo a(r) Jo (VAnr) rdr
Th Ids a,,. = a, =
9 VI = J& T8 (VAnr) rdr

0= wu(r,0) = Z C\/)TnanO(\/)TnT) = b, =0
n=1
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4. uy — AViu =
uy (a, 0,t) =0
u(r, 4,0) =0

ug (r, 0, 0) = B(r) cos 50

!
T+ 22T =0 0"+ u =0 r(rR) + (Ar? = u)R =0
T(0)=0 O(0) =062 |R(0)] < oo
o' (0) = ©'(27) R (a) = 0
T = acos c\/ Ayt !
+bsin eV Ay t o = 0 O =1 R = J,(VAr)
Since T(0) = 0 R'(a) = J,(VAa) - VA =0
o = o= {500
! U
T = sin e\ dpm t Ang = 0
or
Tn (VAuma) =0
m=1,2, -

foreachn = 0,1, 2, ---

u(r,0,t) = > > {anm cos nf + by, sinnd} {Jn(\/)\nmr)}sinc Anm t

m=0 n=0

(r, 6,0) Z Z{anm cos N0 + by sin n0} T, (W A ) € \/ A €OS ¢ nmt

m=0 n=0
=1 at t—O

Since u(r,6,0) = [(r) cos 56 all sin n @ term should vanish i.e. b, = 0 and all a,, = 0
except a5 (n = 5)

B(r) cos 50 = Z asm €08 50 J5 (\/ A5 ) €A/ Asm

m=0
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This is a generalized Fourier series for 3(r)

Io B(r) J5 (VA5 ) rdr
m €/ A m —
5m € A5 I T2 (V Asm ) rdr

u(r, 0, t) = Z Usm €08 50 J5 (\/ A5 7) sin ¢/ A5 t

m=0

where s, can be found from

Vs 5 (Asma) = 0

and as, from

S I B(r) Js (Vs 1) rdr
om N Asm Job J2 (Vs ) rdr

j
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5. uy — 2 Viu =0
u(a, 6,t) = 0
u(r, 0,t) = u(r,7/2,t) =0
T+ 22T =0 0"+ u =0 r(rR)Y + Ar2 = uy)R =0

00)=0@x/2) =0 |R(0)]| < oo

R(a) =0
U
pn = (2n)? |
O, = sin 2n0 R(r) = Jon (Vonm)

n=12--- Jon (S A2mma) = 0m =1,2, ---

u(r, 0, t) Z Z Umn J2n (\/A2n,m ) sin 2n.6 cos ¢/ Aop m t

m=1 n=1 —_—
sinceut (r,0,0) =0

Za n (\/A2n,m T) sin 2n 0

1 n=1

Mg

g(r, 0) = u(r, 6, 0)
T2 Jon (+/Nomm 1) g(r, 8) sin 200 d 0 dr
Amn = 7r/2 ’ 2 )g
Io J2, (\/A2n,mT) sin? 2n0rdrdb
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7.6 Laplace’s Equation in a Circular Cylinder

Problems

1. Solve Laplace’s equation

1 1
—(rup)r + —ugp + o, = 0, 0<r<a0<f<2r,0<z< H
r r

subject to each of the boundary conditions

a.
u(r,0,0) = a(r,0)
u(r,0, H) = u(a,0,z) =0
b.
u(r,0,0) = u(r,0,H) =0
ur(a,0,2) =0, z2)
c.
u,(r,0,0) = a(r,0)
u(r,0, H) = u(a,0,z) =0
d.

u(r,0,0) = u,(r,0,H) =0
ur(a,0,2) =v(2)

2. Solve Laplace’s equation

1 1
—(rur)r+—2u99+uzzzo, 0<r<aql<f<m0<z<H
r r

subject to the boundary conditions

3. Find the solution to the following steady state heat conduction problem in a box
Vu =0, 0<z<LO<y<L0<z<W,
subject to the boundary conditions
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)
Yo, r=02=1L,

P
ou
ay ? y 7y )
u(z,y, W) =0,
3 4
u(z,y,0) = 4cos %x cos %y.

4. Find the solution to the following steady state heat conduction problem in a box

Vu =0, 0<z<LO<y<L0<z<W,

subject to the boundary conditions

% =0, r=0,x =1L,
g—Z =0, y=0,y=1,
uy(z,y, W) =0,
u,(z,y,0) = 4cos %x cos %y.
5. Solve the heat equation inside a cylinder
%Z%%(T%)‘F%%—F%, 0<r<a0<f<2m,0<z< H

subject to the boundary conditions

u(r,0,0) =u(r,0,H) =0,

u(a, 6, z,t) =0,
and the initial condition

u(r,0,2,0) = f(r,0, z).
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Z" —\NZ =0 r(rR) + (Ar> — )R =0
©(0) =02 Z(H) =0 |R(0)] < o0
O (0) = 0 (2n) R(a) =0
U U
Ho =0 an = Jm(\/)\nmr)
Oy =1 satisfies boundedness
Hm = m’
sin m 6
Om
cos m 6
T (VAuma) = 0
yields eigenvalues
m=1,2, - [k n=12 -

A > 0!

Znm = sinh\/ A\ym (2 — H)

vanishes at z = H

u(r,0,z) = Z Z (@pm €08 MO + by sin mO) sinh /A (2 — H) Joy (VA T)
m=0 n=1

/]\

This is zero for m = 0

a(r, 0) = Z Z (G €08 MO + by sin mO) sinh \/ N (— H) Ty (VA7)
m=0 n=1 ~ -

this is a constant

P J& 27 a(r, 0) cos mO Jo (V Apm ) 7d0 dr

" sinh g (— H) [E[2T cos? m 0 J2 (\ Apm ) 7dO dr
b — I 027r a(r, 0) sin m0 Jy, (v Apm 1) 7df dr

"™ sinh A (— H) f§

o™ sin? m 0 J2 (v Aum ) rdf dr



1 b.

0"+ 10 =0 7" _\NZ =0 r(rRY + (A2 — p))R = 0
Z(0) = Z(H) =0 |R(0)] < oo
U ) U
fm = m? Zyp = sin 2% z
sin m 60 ,
On = A== (1)
cos m@
2
m=1,2, - T(TR')'—!—(—(E) T2—m2>R
H
o = 0 "
extra minus sign
Oy =1
U
Rym = (n? )
7092 Z Z(anm Cosm9+bnm Slnmg) SIHEZ [m (E’]">
m=0 n=1 H H

= — nm nim nimw
r ) 97 - 9 nm 9 bnm 9 o _[
ur (a, 0, 2) = v (0, 2) mX::O 712::1 Apm €OS M 0 + sin m @) sin 72 i <—H a)

constant

nm (nﬂ > 7" JT v (8, 2) cos m @ sin 2 z dz df
a —

9% I -
0" Jo" cos? m @ sin® ?zdzdg

o fUH (0, z) cos m# sin 2X zdzdf

Apm =
o (H
m[' (m ) o Jo' cos? mO sin® 2F 2 dz df

b — 7" JyT v (0, 2) sin m 6 sin 2F 2 dz df
nm n7r [/ (nwa) 027r fUH sin2 mo sm2 n7r > dzdb
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lc

0" +pu0 =0 Z" —\NZ =0 rirR) + (Ar> = p)R=0
Z(H) =0 |R(0)] < oo
R(a) =0

Solution as in la exactly !

But

u,(r,0,0) = a(r, §) = Z Z (@pm €08 MO+ by sin mO) T (\/ A 7) A/ A cosh /N (—H)

m=0 n=1

2r ra
Anm \/ Aum COSh M(_H) — Jo f207r CYa(T, 9)2 cos m29 T (N Aum 1) rd rdf
o Jo cos> mOJZ (VA7) rdrdd

A o & a(r, 0) cos mO Jy (VA ) rdrdd
"V Aam cosh A (—H) &7 [@ cos2 m O J2 (V Aum 1) rd rdf

by 20 [ (r, 0) sin m O Jyp, (VA7) rdrd0
" P cosh A (—H) 5T [ sin? m 0 J2, (v Apm 1) rd rdf
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1d.

0" + u6 =0 Z" —\Z =0 (FRY + (A2 — )R =0
b Z00) = Z'(H) =0  |R(0)] < o0
Y U
o et == -4l

(o0} (o0} 1
(r, 0, z) Z Z(anm cos m 0 + by, sin m ) sin (n — 5) %Z[m ((n _ 5) %r)

m=0 n=1

0o 00 ' ‘ 1 - N
(a,0,2) ZZ(anmcosmﬁ—l—bnmsmmﬁ)sm(n—5)ﬁz.(n 2>H

m=0 n=1 )
b (( __>1
m \\" " 2)Hm"

Since u,(a,#,z) = v(z) is independent of f, we must have no terms with € in the above
expansion, that is b,,, = 0 for all n,m and a,,, = 0 for all n,m > 1. Thus a;¢y # 0

. T
Y(z) = a1 sin ﬁ oY iy <2H >

I v (2) sin 77 2 dz

aio =
T 7 (.7 H - 2 ¢
I (—ZHa) Jo© sin® 55 2 dz

And the solution is

. ™ T
u(r,0,z) = ajg sin QHZIO <2H >
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2" + N7 =0 0" + uO =0 r(rRY + A2 — p)R = 0
Z(0) = 0 0(0) =0 =0 IR(0)] < oo
Z'(H) =0 !
U
Zy =sin(n—1%) 2z O =sinmb r(rR')'—{[(n T m2} R
P
=[N mevae R0 = (- D) 20
2) H 2) H
n=12,

SR I\ m . . 1\ =
’LL(T, 9? Z) - Z Zcmn[m ((n_ 5) ET) sin m @ sin (’n— 5) Ez

(9, 2) = i i Coon Im ((n — %) %a) sin m # sin <n — %) 7

m=1 n=1

coefficient of expansion

I 36, 2) sin m @ sin (n—% Z zdzdf

o = I, ((n - %) %a) JT 3 sin? m 6 sin? (n — %) Fzdzdf
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3. Ugy + Uy + Uy =0 BC: u,(0,y,2) =0
uz (L, y,z) =0
uy (2, 0,2) =0

uy (z, L, z) =0

3 4
u(z, y,0) = 4 cos %x cos %y
u(z, y, z) = X(2)Y(y)Z(z)
X// Y// Z//
S L 2
X + Y + Z
X// Y// Z//
e
X Y Z
X"+ \X = 5
= An = (%)
BC: X'(0) = X'(L) = 0
X, = cos T n=20,1,2

Yo =cos 7y m=20,1,2---

Z" — AN+ ) Z =0
{BC:Z(W)O
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general solution

%o - 2 2
u(x, y,z) = Y > Apy cos n%x cos %y sinh \/(%) + (%) (z = W)

u(z,y,0) = > > — Ay, cos n%x cos %y sinh \/(%) + (%) 104

But u(z,y,0) = 4 cos 3Tz cos Ty

Comparing coefficients

Apn = 0 form #4 orn # 3

[972 1672
Forn =3; m =4 — Ay3 sinh %—i—LZW:AL

5
— Ay3 sinh %W =4

4
Ay = — ————
9 sinh%’rW
4 3 4 5)
u(z, y, z) = —m COS %x cos %y sinh%(z - W)
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4-u:v:v+uyy+uzz:0 ux(O,y,z):() ) Ux(L,y,Z):O

u(z,y, W) =0
X// Y// Z// 37T 47_[_
2 L4 L2 — 4 cos & =
X+Y+Z 0 u(z, y, 0) COS = €0S — Y
X// Y// Z//
el
X Y Z
X"+ \X =

2
= A= (%) n=012:-
BC: X'(0) = X'(L) = 0
X, = cos T

= = () m=012 -
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u(z, y, 2) = A + Z Ao €OS mTy cosh T (z - W)

m=1

+ Z Ay, COs n%x cos cosh % (z — W)

nmw mm nm\ 2 mm\ 2
A,,, cos T 08—y cosh \/<T> + (T) (z — W)

o0

m=1 n=1

o0

mm mm mm
z\4y Y = —Am —F h — - W
u,(z,y, 2) mX:lL OcosLysm L(z )
—l—;:l onn cos — L " ¢ sinh %(z - W)
+ io: i \/(n_7r>2 + <m>2A cos n—ﬂx cos mr sinh \/(n_w)Z + (my(z—W)
. Z\\L L) S LY L L
At 2z = uz(x,y,O):—ZAmo% cos%ysinh%w
—;Agnng cos n—[jrxsmh %W
i > \/(mr>2 N <m7r>2A nm mm h\/(?”wr)? N (mw)QW
— — — ) Apn €08 —  cos — y sin — —
2 2\ L L L’ L L
3 4
But u,(z,y,0) = 4 cos%x cos %y

Comparing coefficients A,,, = 0 forn # 3 or m # 4

5 5
Forn = 3 and m = 4 we have 4 = —%A43 sinh %W
4
Ap = ———F—
43 =°F sinh 5” w
Note that Ay is NOT specified.
4 3 4 5

u(x,y,z):Ago—Wc gxcos%ycosh%(z—W)
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1 1
5. up = ;(ru,«), + ﬁu,gg + Uy,

BC: u(r,0,0) =0
uw(r,d, H) =0
u(a, 0,2) =0

u(r, 8,2z, t) = R(r)©(0)Z(2)T(t)

rROZT = fozTHRY + i? RZTO" + ROTZ"
T T

T/ %(TR,)I N 1 @// N Z//
R r2 © Z

T
" / 1 " "
"+ N7 =
BC: Z(0) = 0
Z(H) = 0
U
Z, = sin n—;z
A = (%)2 n=1,2,--

1o T 1Ry, (m)
20 T r R H

" _ T, r(rRY " <n7r>2 i

o T R

H

0"+ 16 =0

BC: ©(0) = ©(2n)

0'(0) = ©'(2r)

4
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[y = m? m=0,1,2,
T  L(rR) (mr 2 mr
T~ R H rz - Y
|T' + vT = 0]
%(TR’), N <n7r>2 N m?
= — U —_— _—

R H r?

R'Y 2
T(TR ) = —ur? + <%r> r? + m?

r(rR) — (v — (M)Q)TQR— m?*R = 0

H

BC: |R(0)]| < o0

R(a) =0

nm 2
ané = [m ( vy — (ﬁ) 7”)

This solution satisfies the boundedness at the origin. The eigenvalues v, can be found by
using the second boundary condition:

nm\ 2
[m<l/g—<ﬁ>a>zo
Since the function I, () vanishes only at zero for any m = 1,2, - - - (Ij is never zero) then
there is only one v (for any n) satisfying

nm\ 2
N — 0 —1.9 ...
v (H) a m .2,

(%)

v=(—

H

The solution fot T is T}, = e~ (57) "t

The solution for R is I,,,(0-7) which is identically zero. This means that u(r, 6, z,t) = 0.
Physically, this is NOT surprising, since the problem has NO sources (homogeneous boundary
conditions and homogeneous PDE).
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7.7 Laplace’s equation in a sphere

Problems

1. Solve Laplace’s equation on the sphere

N 2 N 1 N cot 6 1
u —Uy, + U Up + ——5—
T 2 0 e T agin g

Upy = 0, 0<r<a 0<f<m 0<p<2m,

subject to the boundary condition

Ur(aa 97 90) = f(e)

2. Solve Laplace’s equation on the half sphere

2 1 cot 6 1
Upp + —Uyp + _ZUGH + 2 Ug
r r r

muwza 0<r<a 0<f<m 0<p<m,
r2 sin

subject to the boundary conditions
u(a,0,¢) = f(0, ),

u(r,0,0) = u(r,0,m) = 0.
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o0

Lou(r, 0, ¢9) = Ayor" P, (cos ¢)

n=0

o CINe o]

+ 3 > " PP (cos ¢) (Apm o8 mp 4+ By, sin m o)

n=0 m=1

(7.7.37)

Apna®t =
ona Jo" P? (cos ) sin 6df
nanl A JT[2™ £(0) P™ (cos 6) cos m ¢ sin 6 dyp df
e I OQW [P (cos 6) cos m]? sin 0 dp df
gl B JTJ2™ £(0) P™ (cos 6) sin m ¢ sin § dy df
" ST [27 [P (cos 0) sin m )2 sin 0 dip df
. ST J2T £(0) P™ (cos 6) cos m o sin 0 dip df

na™ 1t [ 02” [P™ (cos 0) cos m ]? sin 0 dp df

ST T £(0) P (cos 6) sin m o sin 0 dip df

Bnm —
na™ ! [ 02” [P™ (cos ) sin m p]? sin 6 dy df

244



o CNe o]

= u(r,0,0) => > r" P"(cos ) Ay sinmo
n=0 m=1 %’_/
e equation

4

R equation

ula, 8, 9) = f(0,9) = > > a"A,p, P (cos 0) sin mo

n=0 m=1

Jo S (0, ») P (cos 6) sin m sin 0 df dy
——

a” Ay, = area elem.
JT (P (cos 0))2 sin® m o sin 0df dyp

Io Jo (0, ») P™(cos 6) sin m @ sin 0 df dyp
—

A, = area elem.
a® [ JT (P™ (cos 6))2 sin? m ¢ sin 0 d6 dp

(o S IENe o]

u(r, 8, 0) = > Y r" P (cos 0) Ay sin mp

n=0 m=1
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3. The equation becomes
1
U99+C0t9U9+_—29U@@:0, 0<O0<m0<op<2r
sin

Using separation of variables

1

sin’ @

O"® + cot HO'P + 0P =0

Divide by ®© and multiply by sin?# we have
@Il @l (pll
) .
0— fsinf)l—=—— =

sin o + cos f/sin 9 > u
Thus

"+ pd =0

sin? 00" + sinf cos 0" — 1O = 0
Because of periodicity, the ® equation has solutions

sin - me m=1,2,...

b, =
cos my

(I)():l
o = M* m=20,1,2,...

Substituting these u's in the © equation, we get (7.7.21) with a; = 0. The solution of the
© equation is thus given by (7.7.27) - (7.7.28) with oy = 0.
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8 Separation of Variables-Nonhomogeneous Problems

8.1 Inhomogeneous Boundary Conditions

Problems

1. For each of the following problems obtain the function w(z,t) that satisfies the boundary
conditions and obtain the PDE

" (2, 1) = kg, (x,t) + x, O<z<lL
uz(0,t) =1,
u(L,t) =1t
b.
u(z,t) = kg, (x,t) + x, O0<zr<lL
u(0,t) =1,
uz(L,t) =
c.
(2, 1) = kg, (x,t) + x, O<z<lL
uz(0,t) = t,
uy(L,t) = t*

2. Same as problem 1 for the wave equation
utt—02um:xt, O<ax<L

subject to each of the boundary conditions

a.

u(0,t) =1 u(L,t) =1t
b.

ug(0,t) =t ugy(L,t) =t
C.

u(0,t) =0 uy(L,t) =t
d.

u;(0,) =0 u,(L,t) =1
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la. ug(0,¢) = 1
w(L, t) =t
w(x, t) = A(t)r + B(t)
1= w,(0,8) = At) = A(t) =1
t =w(L,t) = A(t)L + B(t) = B(t) =t—1L

= w(x,t)=xz+t—L

’th:]_
Wyy =

v=u—-—w = U=v+w

o

= v+ 1="FEku,+z

Ar + B

w(0, t) = B(t)
wa(L, 1) = A(t)
w=x+1

Wy = Wge = 0

w
1
1

v = kUgy + 2
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c. wy(0,t) =t
t

we(L, 1) = ¢2
try w:A(t)x—i—B
:A(
try = (t)x B(t) x
= 24(t)z + B(1)
wy (0, 1) = B(t)
t we(L, )_2A()L+£@
=t B
W=7 ¢+t
o 2t=1 ,
Wy = 5T T +x
=t
Wey = L

v + (—Qt L g2 +x) =k (vge + tQL_t) + x

2L
2t — 1 2 —t
vt:kvm—TxQ—x—i—k
2t — 1 2 —t
vy = kvg, — 22+ k

+x

249
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2. uy — CCuy, = ot

a. wz, t) = =r +1

2 _ .
b. w =512 + ta as in lc
1,2
W = Zl‘
22—t
wCECE - L

u=9v+uw
1 2 _
Uy + Zl’2 - c? (’Umm + tLt) =t

2 _
vy = P = — 700 + A5+t

c. w(0,t) =0 wy(L, t) =t
w = Ax + B w, = A
B = A=t

w =tz
Wy = Wge = 0

Uy — gy = ot
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d. w,(0,¢t) =0
we(L, t) =1

Try w = A(t)z* + B(t)z asin lc

we = 2A(t)r + B(t;:

——r
=0
A(t) =
1 2
w = ﬁfﬂ
Wy — 0 Wey = %

v =u—+ w

vy — 2 (vm + %) =t

2 C
Utt_CUm:—F—-Fxt
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8.2 Method of Eigenfunction Expansions

Problems

1. Solve the heat equation

subject to the initial condition

and each of the boundary conditions

a.

2. Solve the heat equation

subject to the initial condition

and the boundary condition

Uy = kumm +z,

—t
Up = Ugy T € 7,

u(z,0) = cos 2z,

u(z,0) = z(L — z)

uz(0,t) =1,
u(L,t) =t.
u(0,t) =1,
u,(L,t) =1
uz(0,t) = t,
ug(L,t) = t*

uz(0,t) = uz(m,t) = 0.
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1. uy = kugy + x

u(z, 0) = (L — x)

a. uy(0,t) =1
= w=2x+t—-1L

u(L,t) =t

Solve v, = kvg — 1 + 7 (see la last section)
v,(0, ) = 0 v(r,0) =a(L —x) — (x — L) = (z + 1) (L — x)
v(L,t) =0
eigenvalues: [(n — %) %]2 n=12---
eigenfunctions : cos(n — 3) Xu n=12"--

n=1
> 1\ 7 J& (=1 + z) cos (n—%)%xdm
_1+x:ancos<n——>—x = |s, = - .
n=1 2/ L Jo~ cos? (n—g) Tadr
o0 1 o0 1 2 1
T;Un(t)005<”—§> %xzk;{—un—E) %] }Uncos<n——> %aj

> 1N\ =
+Z sncos<n—§> zx

n=1

Compare coefficients ,
On () + k ((n - %) %) Uy = Sp

v = v, (0)e (=3 EPR g /t ln=5) FPEC=7) g,
0

v

see(s. 2. 39)

v, (0) = coefficients of expansion of (1 + z) (L — x)

2
L 2 1\ =
Jo  cos (n - —) Tadr

B JF (1 + 2) (L — 2)cos (n - l) Trdr

uUu=v+w

U (
2
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1b.

uw(0,t) = u, (L, t) =1
w=z+1
v = kvge +
v(0,t) =0
vy (Lyt) =0

v(z,0) =a2(L —z) — (v + 1)

2
eigenvalues: [(n — %) ﬂ n=12---
eigenfunctions: sin (n — %) T n=12 -

s 1\ «m
v =Y wy(t)sin (n - —) —x

= 2) L

00 1N 71 Jo @ sin n—%)%xdx
x:ansin<n——>— Sn = 1 :

n=1 2/ L Jo sin (n - 5) Trdr

_ JEz (L — z) — (z 4 1)] sin (n - %) Trdr

L . 2 1\ =«
Jo sin (n—g)fxd:v

vn(0)

4

Coefficients of expansion of initial condition for v

u =9+ w
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Ut:kvxx_iaj?_x_i_k

this gi;es sn(t)

'U;n(O, t) = U:E(La t) — 0 = )\n

L[ _2t—1,2 2 nx
_ o { T e }COS 2

T dx

L 2 nmw
fo Ccos de‘r

Un(t) = vn(0) e_k("f)Qt + [ sa(7) o~ (

= Jy # (L — ) cos “Erdr

L 2 nm
fo CcOs Tl‘dl‘

2 — ¢t
2L

u=v+ 2 + to

nmw 2

L

) =1 gr
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2. U = Upy + €7t O<z<m, t>0
u(x, 0) = cos 2z O<z<m
ug (0, 1) = ug (m,t) =0

Since the boundary conditions are homogeneous we can immediately expand u(z, t), the
right hand side and the initial temperature distribution in terms of the eigenfunctions. These
eigenfunctions are

¢p = COS NT

1
u(z, t) = —’LL() ) + Z un(t) cosnx
1
u(z, 0) = —uo ) + Z un(0) cos nx = cos 2z

by initial condition

un(0) =0 n # 2

=
L& 1
e =Y sn(t) cos nx + §so(t)
n=1
) Jo et cos nedr et [ cos nxdx
Sn — T = p
Jo cos? nxdx Jo cos? nx dx

for n # 0 the numerator is zero !!

For n = 0 both integrals yields the same value, thus
so(t) = e !

sp(t) =0, n#0

Now substitute wu;, u,, from the expansions for u:

1 oo oo 1 oo
§u0(t) + > Uy, (t) cos nz = Z ) cos nx + —80 + > su(t) cos nx
n=1 n=1 n=1
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Forn =0 su(t) = 5et = $so(t)
n # 0 Uy + nlu, = 0

Solve the ODES

u, = C,e ™ un(0) =0 n##2 = C,=0
UQ(O) =1 = c, =1
Uy = —e b+ Co UO(O) =0 = (Ch—1=0 = (=1

u(z,t) =1 —e ' + e cos 2z
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8.3 Forced Vibrations

Problems

1. Consider a vibrating string with time dependent forcing

Uy — gy = S(2,1), 0<ax<lL
subject to the initial conditions
u(aja 0) = f(x)v
u(z,0) =0,

and the boundary conditions
u(0,t) = u(L,t) = 0.

a. Solve the initial value problem.

b.  Solve the initial value problem if S(z,t) = coswt. For what values of w does resonance
occur?

2. Consider the following damped wave equation
Uy — gy + Pup = cos wt, 0<z<m,

subject to the initial conditions
u(xa 0) = f(x)v
u(2,0) =0,

and the boundary conditions
u(0,t) = u(m,t) =0.

Solve the problem if § is small (0 < 8 < 2¢).

3. Solve the following

Uy — Cligy = S(,1), 0<zx<L

subject to the initial conditions
u(z,0) = f(z),
u(2,0) =0,

and each of the following boundary conditions
a.

u(0,t) = A(t) u(L,t) = B(t)
b.

u(0,t) =0 u,(L,t) =0

C.

uz(0,t) = A(t) u(L,t) =0.
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4. Solve the wave equation

Uy — CZUM = xt,

subject to the initial conditions

and each of the boundary conditions

a.

5. Solve the wave equation

Ut — Ugg

subject to the initial conditions

and the boundary conditions

0<zxz<L,

u(z,0) =sinz

u(z,0) =0

u(0,t) =1,

u(L,t) =1t

u,(0,t) =1,

uy(L,t) = t*

u(0,t) =0,

ug(L,t) =t

u.(0,t) =0,

uz(L,t) =1
=1, 0<zx<L,
u(x,0) = f(x)

Ut(xa 0) = g(x)
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la. uy — P uge = S(x, t)

u(z, t) = i Un(t) o ()

¢n(x) = sin %:L‘
. n=12,
o= ()
0 S (z, t) sin L xdx
e J sin? B g dx
iin(t) + ¢ (%) ualt) = sa(t)
n . nm t sin ¢ % (t — 7)
un(t) = ¢y cos —ct + ¢ sin — ct + / Sn(T) nw dr
L 0 CT

L in nT
un(0) = ¢ = Jo ch(x) 28111 B rdr
Jo' sin® 2Exdx

since u(z,0) = f(z)

Un(0) = cpe™ =0 since w(z,0) =0 = ¢ =0

© nm L t nm nm
t) = —ct n inc— (t — 7)d in —
u(z, t) 712::1 {01 cos 7 ct + e /0 $p(T) sin ¢ 7 ( ) T} sin 7 x

¢y is given above.
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b. If S = cos wt

cos wt [} sin 7 g dx

_ L _
sp(t) = TS R = A, cos wt
Jo' sin® %F x dx
L .
Jo sin 2 dx
where A, = “7———
Jo sin® “F x dx
oo
nme L t . nme . nm
u(z, t) = Y e cos t+ A, / cos wt sin (t — 7)dr p sin —x
L cnm 0 L
n=1 <

This integral can be computed

c. Resonance occurs when

— nm —
w=c*% foranyn = 1,2, .-
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2. Uy — gy + fu; = cos wt

u(z, 0) = f(z)
u(z, 0) =0
u(0,t) =u(m,t) =0 = ¢, = sin nx
n=1,2--
Ap = n?
o
= ) un(t) sin nz
n=1
cos wt = Y s,(t) sin nx
n=1
su(t) = SpEh 4 cos w
0
Z ity + c2n’u, + B,) sin ny = Z $p(t) sin nx
n=1 =

(*) iy + B, + n’u, = s,(t) = A, cos wt

For the homogeneous:

=B Ey/B%—4c2n?
- 2

Let u, = e (> + Bp + 2n?) =0
For 8 < 2c¢, 32 — 4c¢?n?> < 0 = complex conjugate roots

212 _ 32 212 _ 32
TPt gy sin VA2 o2

Uy = (cl cos

T

Solution for homogeneous.

Because of damping factor e (#/2* there should not be a problem of resonance. We must
find a particular solution for inhomogeneous.

u?” = B, cos wt + C, sin wt
U, = — B, wsin wt + C,, w cos wt

i, = — B, w? cos wt — C,, w? sin wt
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Substitute in (*) and compare coefficients of cos wt

—B,w? + BC,w + *n*B, = A,
Compare coefficients of sin wt

—C,w?> — B,w+C, =0

codpw+ C = g,
. -
Cp = 5=
Bn = An(Dlniwwz)
uy = &= (1_11)“’2) cos wt + 4= sin wt| where
n? — w? _ Jysinnzde

D, = — (1 — w? A, =
fw + w ( w’) I sin? nx dx

Therefore the general solution of the inhomogeneous is

JA402n2 — 32 /402 m2 _ 32
Uy = (cl cos 46+/8t + ¢9 sin Mt) e~ B/ 4 %% cos wt + % sin wt

2

(4 Jule, ) = Y unlt) sinna

n=1

oo
w(z, t) = > ,(t) sin nx
n=1

Un(t) = (¢ cos rt + co sin rt) (—g) e 5t 4+ (=rcy sin rt + rey cos rt) e P2

_ An — 2 1 An
5 (1 — w?) sinwt + F*w cos wt

/4c2n2 — ﬁQ

where r = 5
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oo An .
w(z,0) = 0= > {01 <_§> + reg + D—w} sin nz = 0

n=1 n

= —clg+r02+g—’;w:() (#)

u(z, 0) = f(z) = u,(0) are Fourier coefficients of f(x)

un(0) = <01 LAl - w2> [ (@) sin nada

D, w I sin? nx dx

=  we have ¢

Use ¢; in (#) to get ¢o and the solution is in (**) with u, at top of page.
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3. uy — Py, = S(xt)
u(z, 0) = f(x)
u(z, 0) =0
a. u(0,t) = A(t)

uw(L,t) = B(t) = w=oaz+pf

B = A(t)
al + 3 =B
o = Bgﬁ

w = BOA0 4 1 A1)

Wye = 0 Wy = "ZAx—l—A

v=uU— W
u=v -+ w

Uy — PUgp = S(x,t) — wy = S(x, t)

v(z, 0) = f(z) — 2020, _ 4(0) = F(x)

L
v(z,0) =0 — wy (z,0) =0 — Mw — A(0) = G(2)
v(0,t) =0
v(L,t) =0
Solve the homogeneous
2
= ()
n=1,2 -
¢p = sin % x
v(z, t) = > v,(t) sin —x
n=1 L
L A .
A > . nmw S(z, t) sin XX xdx
Sz, t) = Sp(t) sin — x| s,(t 0 ’ L
(#.0) = 3 sty sin ] 0=
i n\?2 i T
Z(vn + <—> Up) Sin — 1 = Z S, sin — @
n=1 L n=1




cnm
L

Uy + ( )2 Up = Sp
vn(0) coefficient of expanding F'(z)

0, (0) coefficient of expanding G(z)

cnm . CNT in &7F (t—17)
Un:\cl/cosLt—i—\cz_/smLt—l—fgsn(T)s %%w dr
{ {
0
v (0) WO (e 8.3.12-13)
L
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u,(L,yt) =0 = Homogeneous. b.c.

L
n=1,2,
< (= Y
u =Y uy(t) sin T
n=1 L
00 1
S =) su(t) sin (n LZ)W:U
n=1

(o=

Uy, = €] COS ~—————t+ ¢y sin

L L

un(0) coefficients of f(x)

c2 = 0 (since u; = 0)
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U =v+w
vy — gy = S(x,t) — A(t) (x — L) = S (, t)
v(z,0) = f(z) — A(0)(z — L) = F(x)

v(z,0) =0 — A(0) (z — L) = G(x)

continue as in b.
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da. uy — Uy, = Tt
u(z, 0) = sin x

ug(z, 0) = 0

u(0,t) =1

u(L,t) =t

Uy — Uy = Tt
2
v(0,t) = v(L,t) =0 = )\n:("”) ¢n = sin 2 x n=12---

v(xz, 0) = sinz — (—

=8

_|_

—_
N—"

L DT
_Jo @t sin Frxdx

oy L Jo sin® 27z dx
, x > . nm J(sinz + £ — 1) sin 2" 2 da
simz+ ——1= v, (0) sin — = =  1,(0) = L L
L ,; () sin =7 © Jy sin? 2T g dx
00 L z ., nx
— 7 sin 2w dx
S s e ) = L
L = L Jo sin® %F xdx

t : _
— v, = €] €0S c\/A\,t + o sin cy/ A\, T + / 5n(7) sin c\/)\n)\(t ) Jr
0 c\/ n

v(0) = ¢

0,(0) = cocv/ A

continue as in 3b.

269



b. uy — uy, = at

u(z, 0) = sin x

ug(z, 0) = 0
ua(0, ) =t 2t 2 — 1 ,
= w(z,t) = 5] % + tx W= +
uy(L, t) = t*
z? 2 —t
Wy = — Wey =
tt L L
2
Th 0) =0 0) =2 — —
us w(z,0) , wy(x,0) = x 5T

w00 = wl ) =0 = A =(2)  g=cosr n=012-
v(z, 0) = sin x since w(z,0) =0

vt(x,O):0—x+£

1 o0
v(z, t) = vg(t) + D vy(t) cos DT
2 = L
s(x,t) = =so(t) + Y sa(t) cos n%:v
n=1
1 (L 2 ?—t
= S"(t):f ; xt—%—l—cQ 7 >cos%xd:v n=20,1,2,---
: 1 > nm
sin z = ~vp(0) + > v,(0) cos —x
2 = L
L -
nz g g
= Un(o):fo SLlnxCOS L n2071727"'
Jo' cos? B xdw
2 1 00
—x + Qx_[, = 51}0(0) + 0, (0) cos n%x

n=1
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L(_ 22 nm
_fo ( I+2L)COSL27dI

= 1,(0
© JE cos? Tz dr

n=0,1,2, -

2
¥, %) v, = s,(t)

UO = Sy t)

_|_

The solution of the ODE for n = 0 is obtained by integration twice and using the initial
conditions

volt) = /Ot (/05 sO(T)dT> de + vo(0) + t(0)

t sin c®L (t — 1
vy, = C,, cos cn—ﬂt+Dn Sincn—ﬂt‘i‘/ $n(T) L )dT
L L 0 cT
v (0) = C,

cnm

t in @ (4 _
sin Czﬂt + / Sn(T) sin 7 (£ = 7) dr
0

cnm

L

Lo, (0
vn(t) = v,(0) cos Czﬂt + =2 (0)

cnT

Now that we have all the coefficients in the expansion of v, recall that u = v + w.
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C. Uy — CPUuyy = ot
u(z, 0) = sin x

ug(z, 0) = 0

u(0,t) =0
= w(z, t) = xt; wy = T
ug(L, t) =t

wy = 0 Wy =0
w(z,0) =0 w(z,0) = x

vz, 0) = —x
> —1/2
v(z, 1) = D v,(t) sin (n=1/ )Wa:
n=1 L
> . (n—=1/2)7 JE xt sin %xdw
t = t = t) =
X TLZ:I Sn( ) Sin L X Sn( ) fOL Sin2 (nilL/Z)ﬂxdx
> (n—1/2)7 JE sin @ sin LA 4 g
v(z,0) = sinx = v, (0) sin ———x = 1,(0) = L
(@0 20 ; O = e,
> (n—1/2)7 — L rsin @2AT gy
n(z,0) = —x = U, (0) sin ———x 0,(0) = L
t( ) ngl ( ) L ( ) fOL sin2 %xdm

B + (%)2 vy = sn(t)

t in ¢\, (t —
= U, = €1 €0S c\/A,t + ¢y sin c\/)\nt—i—/ S (T) S © \/)\L 7) dr
0 cv A

v(0) = ¢

0,(0) = cocv/ A

continue as in 3b.
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d. uy — uy, = ot
u(z, 0) = sin x

ug(z, 0) = 0

ux(O, t) =0 IL'Z
uzy(L, t) =1 2L

Wy = 0 Wy =

e

1.2

Thu 0) = —
s w(z,0) 5T
vy — gy = xt+c—2
" L

—_——
s(z,t)

v:(0, 1) = ve(L, t) =0 = An = (%)2 ¢n = cos Bz n =

2L
ve(z, 0) = 0
v(z, t) = () + D va(t) cos %x
n=1

s(x,t) = —80 ) + Z $n(t) cos n%a:
= / t+ =) cos = ad =0,1,2

TL L x L X n= Y Y Y

1 o0
v(z,0) = sin x — ;U—L = 51}0(0) + 7;2::1 v, (0) cos n%x
1 L x? nm
_ - - nr —0,1,2,---
= v,(0) L/o (smx 2L> cos — xdx n=20,1,2,
1. — . nm :

v(z,0) = 0 = 51}0(0) + > 0,(0) cos 77 1,(0) =0 n=0,1,2,---

273



The solution of the ODE for n = 0 is obtained by integration twice and using the initial

conditions
vo(t) = /Ot (/j 80(7)d7> d + vo(0)

n n t sin ¢ t— 71
'Un:CnCOSC_ﬂ—t_FDnSinC_ﬂ_t—i_/ $n(T) L )dT
L L 0 cT

v(0) = C,

0,(0) =0 = Dye®™ =D, =0

t in am (4 _
vn(t) = v,(0) cos DTy o+ S (T) o Lcn( il dr
L 0 o

Now that we have all the coefficients in the expansion of v, recall that u = v + w.
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D. Uy — Uge = 1
u(z, 0) = f(z)
uy(z, 0) = g(x)

1
} = w(z, t) = zB(t) + 1; w, = zB(t)
B(t)

Wy = xB(t) Wyp = 0 _
w(z,0) = zB(0) + 1 w(z,0) = zB(0)

Uy — Vg = 1 — zB(t) + 0= S(z,1)
v(z,0) = f(x) —=B(0) — 1= F(x)
v(xz,0) = g(x) — 2B(0) = G(z)
v0.0) =t =0
S A= (%) 6o =sin BTy
v(z, t) = i v (t) sin Mw
n=1 L
= ;31 S, (t) sin %x
B J& S(z,t) sin %xdw
= Sn(t) - fOL SiIl2 (n—IL/Z)dex
_y o (m=1/2)m _ Jy Fla) sin "5 v da
— nZ:l v, (0) sin 7 x = u,(0) = T i 1/2 T
= . (n—1/2)7 , _Jy G(a)sin (AT o s
G(z) = nz::l 0,(0) sin — = 0,(0) = I sin? o= 1/2 T

o+ (227) 0, = (1)

t in /X, (t —
= U, = €] €oS \/A,t + ¢y sin /N, T + / Sn(T) P \/)\L 7) dr
0 n

v(0) = ¢
1 (0) = cavVAn

continue as in 3b.
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8.4 Poisson’s Equation

Problems
1. Solve

Vu = S(z,y), 0<z<L, 0<y<H,
a.

Use a Fourier sine series in y.

b.
u(0,y) =0 u(L,y) =1

u(z,0) =u(x,H) =0
Hint: Do NOT reduce to homogeneous boundary conditions.

. uz(0,y) = u,(L,y) =0
uy(7,0) = uy(z,H) =0

In what situations are there solutions?
2. Solve the following Poisson’s equation
Viu = e¥sinz, O<z<m O0<y<lL,

u(0,y) = u(m,y) =0,
u(z,0) =0,
u(z, L) = f(x).

276



l.a. V2u = s(z, y)
u(0,y) = u(L,y) =0
u(z,0) = u(z, H) =0 = sin Fy

Use a Fourier sine series in y (we can also use a Fourier sine series in = or a double Fourier
sine series, because of the boundary conditions)

© .onm
u(z, y) = Y un(z) sin Y
n=1
e .onT
S(z,y) = Y sn(x) sin Y
n=1
() = B 5 y) sin G ydy
" JoT sin? 22y dy
o0 n7r>2 .onm .. nT e .onm
> S—(—) unsin —y +i,sin —yp =Y sp(z)sin —y
= 1. <H " H \n H = " H

~~ ~\~

Uyy Uzx

iin(z) — (37)" unl2) = su (@)

Boundary conditions are coming from u(0, y) = u(L, y) = 0

S u,(0)sin oy =0 = u,(0) =0
n=1 H

> u,(L) sin Ey =0 = wu,(L)=0
n=1 H -

sinh 2 (L — z) [ nm
- inh 7 ¢ d
“BT sinh XL [y on(€)sinh 7 €

sinh 2% L . nmw
o7 ginh 277, J, (&) sinh g (L = §)dt
H H z

Let’s check by using (*)

u,(0) = 1% term the integral is zero since limits are same

2" term the numerator is zero = sinh 2% - 0
un(L) = 1°' term the numerator sinh %% (L — L) = 0

2" term the integral is zero since limits of integration are the same.
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. _—%COSh%L—x)/CL’ 'hmd sinh%(L—x) hm
Un = _n_; sinh n_;L 0 Sn(g) Sin H §d+ _n_; sinh"—;L :S’ ( )Sln % T
integrand at upper limit
%cosh %x L . .onT7 sinh %x . nmw
n h— (L-¢&)d -5, h =— ([, —
T e g e g J, SO st G (B Qdiy g ney [ (@) sinh T (L - @)

integrand at lower limit

R B inh T inh 27 e~ ginh 2T v sinh 2T —
TE SR EE L S (x) ?lnh i (L — x) sinh 7 @ sinh 7 e sinh i (L a:)J
=0
. (—%)2 sinh %7 (L — ) 2 L — 5% cosh 2% (L — ) p T
T A sinh L f; sn @) sinh 7 € e+ Zaz g ez o) sinh T
) s 52 ) P e S [ ) T
+ P pra Sn, sinh —— — pr o —Sp(x) sinh — — X
—2%ginh 22 L Ja H —n7 inh 27 T, H
Let’s add the second and fourth terms up
#(%L \sinh%x cosh Z—W (L — x) + cosh %x sinh % (L — z)p = su(x)
:sinh"—”(xf(ljim)):sinhul/

H H

2
The integral terms in i, are exactly (%) u, and thus the ODE is satisfied.
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b. VZu = S(z, y)
u(0,y) =0 u(L,y) =1
u(z,0) = u(z, H) = 0 = sin 57y

Use a Fourier sine series in y

u(z, y) = Z U () sin n—ﬂy
n=1 H

S, y) = 3 sn(x) sin vy
n=1 H

o' S(x, y) sin 2y dy

Sp(x) =

(@) S sin? oy dy
> n7r>2 . nmw . .. nT > . nmw
=) unsin —y +i,sin —yp =Y sp(z)sin —y
= 1. < H) H — H” ot H

nmw 2

iin () — (F) un(x) = sy, ()
Boundary conditions are coming from u(0, y) = 0 u(L, y) =1
S up(0) sin ey =0 = u,(0) =0
n=1 H
nzz:lun(L) sin n%y =1 = u,(L) = E/o 1-sin%rydy

4
= u,(L) = — for n odd and 0 for n even. (see (5.8.1)

For n even the solution is as in la (since u,(L) = 0)

For n odd, how would the solution change?

Let w, = ——=x, then @, = 0
nm
Let v, = u, — w, then v,(0) = 0 and v, (L) = u,(L) — w,(L) = 0
and
. )2 nmt\? 4x
U”_(?) Un = ¥<H> n7rL+8ri
This is the s, to be used in (*) in la
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ug(0,y) =0  uy(L,y) =0 = cos ¥z
uy(z,0) = uy(z, H) = 0 = cos By
Use a double Fourier cosine series
mm

u(@, y) = D> Upm oS L C0s -y

n=0 m=0

S(z,y) = Y. D Spm cos BT & cos My
n=0 m=0 L H

_ Jo i S(x, y) cos oEy cos Hrxdx dy

S
nm nm

L

fOH fUL cos? "5ty cos? BTy dx dy

2 2
() (5)°] = o
Substituing for s,,,, we get the unknowns wu,,,

I IS S, y) cos Ey cos 2w drdy

{(%)2 - (%)2] foH foL cos® Bty cos? “E xdx dy

Unm =

What if A\, = 07 (i.e. n = m = 0)
Then we cannot divide by A,,, but in this case we have zero on the left
= Jy' i S(x, y)dedy = 0

This is typical of Neumann boundary conditions.
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2. V?u = e¥ sinx

u(0,y) =0 u(m,y) =0 = sinnx
u(z,0) =0 ue, L) = f(a)
Use a Fourier sine series in &

o
u(z, y) = > un(y) sin nx
n=1

S(x, y) is already in a Fourier sine series in z with the coefficients s;(y) = €* and all
the other coefficients are zero.

o oo
> § —n’uy sin nx + i, sin nzp = Y s,(x) sin na
n=1 e o n=1

Uz Uyy

iin(y) —n*uu(y) =0  forn#1
i (y) — ui(y) = e

Boundary conditions are coming from u(x, 0) = 0 u(z, L) = f(x)
> up(0)sinnz =0 = u,(0) =0
n=1
Y un(L)sinnz = f(z) =  u,(L) = E/ f(x) sinnz dx
n=1 0
The solution of the ODEs is
1
u(y) = §€2y + oy sinhy + [ coshy
~——

particular solution
and

un(y) = aysinhny + f, coshny n#1
. 1 1
Since u1(0) = 0 we have 3 + 6 =0 =0 = —3
Since u,(0) = 0 we have 3, = 0 n#1
1

1
Using u, (L) we have 3 e’ + a; sinh L — 3 cosh L = wuy(L). This gives a value for ay

u (L) + scoshL — 3!
sinh L

a1 =

Using u,(L) we get a vlaue for a,
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un(L)

n — 1
“ sinh nL n#

Now we can write the solution

un(L)
sinh nL

1 1 ad
u(r,y) = <a1 sinhy — gcoshy + 562L> sinz + ) < sinhny) sin nx
n=2

with « as above.
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9 Fourier Transform Solutions of PDEs

9.1 Motivation

9.2 Fourier Transform pair

Problems

1. Show that the Fourier transform is a linear operator, i. e.

Fleif (@) + eag(r) = e F (f(2)) + 2 F (g9(2)) -

2. If F(w) is the Fourier tranform of f(z), show that the inverse Fourier transform of
e “PF(w)is f(x — (). This is known as the shift theorem.

3. Determine the Fourier transform of

0 |z]>a

f(x):{l z| < a.

4. Determine the Fourier transform of

5. Prove the scaling theorem

6. If F(w) is the Fourier tranform of f(z), prove the translation theorem

F (eiamf(x)) = F(w—a).
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Flef@) +eo) = 5 [ (0f@) + o) e dr

:27'(' —00

The integral of a sum is the sum of the integrals:

1 foo ~ 1 foe ~
= —/ f(z)e™™*dx +02—/ g(x)e ™ dx

217 J - 21 J -

1 1

2r —w

—iwT

—a

-1 ) ) 21 sin wa
o (efzwa - ezwa) _

2miw 2miw

~~

—2isinwa

sin wa

W
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4. Differentiating

we get

df
dr o(7).

Now we can either use the definition (9.2.1) or we can use (9.4.2) saying

F (%) — WwF(f)

to get

F(b) = iwF ( I qﬁ(t)dt).

0
Therefore dividing by iw

f(/oxqﬁ(t)dt) _ %7(@.

5. Say a > 0, then
1 oo
F(flaa)) = 5= [ e flar)da
can be transformed by the substitution y = ax to (remember dy = a dx)

FUlen) = 5 " ety = -1 (2)

Ta J-—oo a a

If a < 0 then the transformation reverses the limits of integration and that will pull a negative

1 1
sign in front. So we have —— multiplying the integral and that’s ﬂ in this case.
a a
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:F(eia:vf(x)) — %/_o:o eiaxf(x)e—iwxdx
_ 1 /oo f(a;‘)e_i(w_a)xd$

2

= F(w—a)
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9.3 Heat Equation

Problems
1. Use Fourier transform to solve the heat equation

Up = Ugy + U, —o0 < T <00, t >0,

u(z,0) = f(z).
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1.
The Fourier transform of the equation is

Ui(w,t) = —w’U + U = (1 -w*)U
subject to
U(w,0) = F(w)
Thus

2

Uw,t) = e'F(w)e ™"

The inverse Fourier transform is

u(z,t) = et/ F(w)e ™ e du

since €' is independent of w. The integral is the same as was done in class and the solution
is (see (9.3.8))

u(r,t) = e \/4% /o:o f(g)e_%df
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9.4 Fourier Transform of Derivatives
Problems
1. Solve the diffusion-convection equation

Uy = Ky + CUg, —0o < x <00,

u(z,0) = f(z) .

2. Solve the linearized Korteweg-de Vries equation

Uy = klpgy —00 < x <00,
u(z,0) = f(z).
3. Solve Laplace’s equation
Ugg + Uyy = 0, O<zx<L, —o0o <y < oo,

subject to
u(©,y) = a(y),
u(L,y) = g2(y)-
4. Solve the wave equation

Uit = Uge —00 < T <00,
u(z,0) =0,
uy(2,0) = g(z) .
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1. Use Fourier transform to solve the heat equation

Uy = kg, + Clyg, —00 < x < 00, t >0,

u(z,0) = f(z).
Taking the Fourier transform, we have

U, = —kw?U + iwcl, t >0,
U(w,0) = F(w).

The solution of this initial value problem in ¢ is
U(w,t) = F(w)e kit

Now we find the inverse Fourier transform

U/(.,I/', t) — / F(w)ef(kw2*icw)t6iw:ndw

—00

0o . .
u(z,t) = / e (W) e e du
T He | 6@

Therefore
u(z,t) = hx*g, using the convolution theorem
where
h=F YHw)) = f(z+ct) see problem 2 in section 9.2
FG i
pu— - pu— —_— 7m
9= F(GW) = [T
Therefore

u(z,t) = % /_o:o f(€E+et) \/ge—(f;,ff d¢
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2.
The Fourier transform is
U, = (i)’ kU = —ikw®U

The solution of this differential equation with the initial condition U(w,0) = F(w) is given

by .
U=F ((,U) €_ka3t
Let .
G (w) — e—zkw3t
then

Ulw,t) = F(w)G(w)

We can now use the convolution theorem. If
ikt i o i(kw3t—wz)
g(x) = / e e“dw = / e dw
—o0 —o0

then

ue,t) = 5 [ 1€l - €)de

27 J oo

The question is how to find g(z)
Let kw’t = s°/3 after using symmetry we get

3

g9(z) = /700 elhetwn) gy = 2/0 cos(kwt—wz)dw = BRI /0 oS <% _

o) = s )

ST
(3kt>l/3> *

where A;(x) is the Airy function (the solution of y" — zy = 0 satisfying Erin y = 0 and

3-2/3

The plot of Airy function Ai(x) is given as figure 60.
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Airy function
T

0.6

L L L L L L L L L
-10 -8 -6 -4 -2 0 2 4 6 8 10

Figure 60: Airy function

Ugg + Uyy = 0, 0<zx<L, —00 <Yy <00,

subject to

U(O,y) = gl(y)7
u(L,y) = g2(y)-

Use Fourier transform in y

The solution is

sinh wx sinhw(L — x)

Ga(w) sinh wlL

U(r,w) = Gi(w) o + Go

Now take the inverse transform.
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4. The Fourier transform of the PDE and the initial conditions
Utt = —sz
U(w,0) =0
Ui(w,0) = G(w)

The solution is
U = A(w) coswt + B(w) sinwt

where A(w) = 0 and B(w) = G(w)/w

Ulw,t) = Gw) sin wt
w

Using the inverse transform formula

u(z,t) = /oo G(w) sinwt " dw

—00 w

This is a convolution of g(x) with the function

0 |z >t
flo) = { T |z <t.
since (see table of transforms)
1 sinaw
Flh(r) = = 2

for

Note that h(z) = 7w f(z)

1 00
u@t) = o= [ g9 7€)
T J—c0 N—— ——
initial condition r if |g<t
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9.5 Fourier Sine and Cosine Transforms

Problems

1.
. . . o2
a. Derive the Fourier cosine transform of e=%%".

. . . _ 2
b. Derive the Fourier sine transform of e=%%".

2. Determine the inverse cosine transform of we™® (Hint: use differentiation with respect
to a parameter)

3. Solve by Fourier sine transform:

up = kg, r>0, t>0
u(0,t) =1,
u(z,0) = f(z).

4. Solve the heat equation
up = kg, r>0, t>0
u.(0,t) =0,
u(z,0) = f(z).

5. Prove the convolution theorem for the Fourier sine transforms, i.e. (9.5.14) and (9.5.15).

6. Prove the convolution theorem for the Fourier cosine transforms, i.e. (9.5.16).

a. Derive the Fourier sine transform of f(z) = 1.
b. Derive the Fourier cosine transform of f(z) = / o(t)dt.
0

T

c. Derive the Fourier sine transform of f(z) = / o(t)dt.
0

1
8. Determine the inverse sine transform of —e ““ (Hint: use integration with respect to a
w

parameter)
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2 o0
C [e’afﬂ = — / e coswz dx by definition
m Jo

Using the symmetry (since the integrand is an even function) we have

C [e—a:UZ] — l /oo e—a:v2 eiwx dr

mw J—o0

Recall the relationship between the cosine and complex exponentials.

—azx? —azx? 1 _w?
C [e ] 2F (e ) N e 4
b.
2 2 [ 2 . .
S [6_0“”] = —/ e” " sinwx dx by definition
T Jo
— i > e—a:v2+iw:v dr — i * e—ax2—iwx dx
i Jo i Jo
Use the transformation z = —x on the second integral.
Thus dz = —dz and —az? — iwr = —az2’® +iwz.
— i o 67a$2+iw$ dr — i o efaz2+z'wz (—dZ)
i Jo i Jo

Now change the dummy variable of integration z to x and reverse the limits on the second

integral

1 oo .
E— 6a$+zw$dx_

7t Jo 7 J—oc0

1

—ar24i
e a$+zwwdx

Notice that the integrals are similar except for the limits.
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o0
o1 [we‘o‘“’] :/ we ¥ coswrdw
0 ST

7%(e—wa)
8 o)
= _8_/ e~ coswzdw
o Jo
a —aw
= B C [e }
N————
= %5 from table
9 a 1@+ -a-2
T dedie T @i
4?20 -
T @rar @
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3. Since u is given on the boundary, we use the Fourier sine transform:
2 2
U =k | —wu(0,t) — wU
T

Substitute the boundary condition, we get

2k
U = Zw — kU

The solution of this ODE is

2
U t — —Icu.zzt _
(0,0) = e(w) e + =
Use the initial condition 5
F = U(w,0) = —
(@) = U(,0) = efw) + —
Therefore 5
= Flw) — =
ow) = Flw) - —
Plug this ¢ in the solution
2 2 2
Uw,t :[F ——} e
(w, ) (W) = —]¢ —
This can be written as
2 2 2 2
Slu] = U(w,t) = Flw)e ™t 4 = = ekt
W TwW
S[f1-Clg]
where
G(w) = e ket

We now use convolution

SI1-Clol = = [ @ lote—€) — oo+ )] de

where ¢ is the inverse cosine transform of G.

Since
Cle"’] 2 ot
Ao
we need — = kt or a = i SO
4kt’
Cle” %] = 2 - ¢kt
AT
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or

1 | T z?
k 0[674_kt] = eikt ?
1& 6 k:
4kt

1 1 o z—¢)> z+¢)?

T =

The last term is again by convoultion of 1 with the same function g, that is

1 [fm 1 oo (z—8)2 _ (249
N el 1-]e™ _ d
Wiy 1 e e

If we decide to use (9.5.15) then remember that the inverse sine transform is giving the

constant 1 for x > 0. Combining all these terms
/ / = _ (@+9)?
4 — e ikt

u(z, 1) = \/% /0°° (&) — 1] [;“@?2 _ i ]dg 41

Therefore

Now the first term is

The second term is
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4. Since the boundary condition is on u,, we have to use Fourier cosine transform:
Uy = —kw?U since u,(0,t) = 0

The solution is

U = F(w) ¢
clf)  Cldl

This g is exactly the same as in the previous problem.
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5. To prove (9.5.14), we start with the definition of inverse Fourier sine transform
STUH] = h(z) = / S(f)C(g) sinwz dw
0

Substitute for the Fourier sine transform of f

STH] = h(z) = /0°° (3 /Ooof(g) sinw§d§> C(g) sinwe dw

We now rearrange and put the integral over w inside

SUH] = h(z) = 3/0°°f(§) /°° C(g) sinwé sinwz dw dé

™ 0

We can use the trigonometric identity
. : 1 1
sinwé sinwr = 3 cosw(z — &) — 3 cosw(z + &)

and get two integrals

1 o0 00 o0
STH) = hia) = — [T 1@ | [ Cloreoswlo = dw — [T Clg)coswla+ ) do) de
7 Jo 0 0
Now each of the inner integrals is inverse Fourier cosine transform of g at x — £ and x + £.

Thus
SUH) = ha) =~ [ F©lole —€) — glo+ )] de

m Jo
To prove (9.5.15), we substitute for the inverse Fourier cosine transform of g and go through

similar arguments

1 _ I e ) :
STH] = h(z) = /0 <7r/0 g(&) coswédE ) S(f)sinwzx dw
We now rearrange and put the integral over w inside
2 00 00
-1 o _“ .
STUH] = h(z) = 7T/O g(g)/o S(f) coswé sinw dw de

We can use the trigonometric identity
. L. 1.
coswé sinwr = 3 sinw(§ +x) — 5 sinw(& — )

and get two integrals

STUH] = h(z) = l/Ooog(g) [/OOO S(f) sinw(€ + z) dw — /OOOS(f)sinw(g—x) dw| de

™

Now each of the inner integrals is inverse Fourier sine transform of f at £ + x and & — «x.

Thus
1

SUH] = ha) = - [T 9@ [F(6 +a) — f(6 - w)]de

™
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6. To prove (9.5.16), we start with the definition of inverse Fourier cosine transform
C-[H] = h(z) = / O (f)C(g) cosw dw
0

Substitute for the Fourier cosine transform of ¢

1 B B 00 z o] >
CYH] = h(z) _/0 (W/O 9(€) coswe de ) C(f) cos wa dw
We now rearrange and put the integral over w inside
2 o0 o0
C-[H] = h(z) = —/ g(g)/ O(f) coswé coswa dw dé
7 Jo 0

We can use the trigonometric identity
1 1
coswé coswr = 5 cosw(x — &) + 3 cosw(z + &)

and get two integrals

C[H] = h(z) = %/“’g(g) UOOC’(f) cosw(e — ) d + [ Cf) coswl +€) d] de
0 0 0
Now each of the inner integrals is inverse Fourier cosine transform of f at x — & and x + £.
Thus
CH] = hw) =~ [T 9O~ ) ~ fle+o)]de
7 Jo
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7.
a. By definition

2 [
S(1) = —/ sinwzdz
7 Jo

2-1 2
= ——CoSWwr = —.
T W o

b. The Fourier cosine transform C' (/ d)(t)dt) can be derived by using
0

_ &

o) = -

and (9.5.6)

Divide by —w we get

¢ ([ o) = =509

W

c. Asin part c. the Fourier sine transform S ( / ¢(t)dt> can be derived by using
0

o) = &
and (9.5.5)
o (&) = 210+ w5t
for

which satisfies f(0) = 0. Divide by w we get

s([ o) = ~c)
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8. Note that

Therefore 1 -
S—l (_e—wa> — S—l </ e—wtdt>
w a

o0
@ Jf2+t2
o0

= ——
a t/x

t—o00

1
= —arctan(t/x)
T

t=a

T 1 o
= — — —arctan (—) .
A T
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9.6 Fourier Transform in 2 Dimensions

Problems

1. Solve the wave equation

uy = 2V, —00 < x < 00,
u(z,y,0) = f(z,y),
u(z,y,0) = 0.
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1. Fourier transform in two dimension of the given wave equation yields:

Uy = ¢ (—16*) U = = 6 U(wr, wa, 1)
The solution is

U(wy,ws, t) = A(J) cosc|d|t + B(I) sinc|d|t
Using the Initial conditions in the transform domain, we get

U(wi,ws,t) = F(&J) cosc|dt
———
G(¥)

By the convolution theorem

went) = oz [ [ 169 = i)y

— 00 —00

We only need to find

g(r) = / / cos c|@|te T dD

—00 —o0
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10 Green’s Functions

10.1 Introduction

10.2 One Dimensional Heat Equation
Problems

1. Consider the heat equation in one dimension

%:%—i—@)(x,t), 0<z<l, t>0,
U(l‘, 0) = f(x)a
u(0,t) = A(t),
u(1,t) = B(t).

Obtain a solution in the form (10.2.16).

2. Consider the same problem subject to the homogeneous boundary conditions

uz(0,1) = ug(1,8) =0

a. Obtain a solution by any method.
b. Obtain a solution in the form (10.2.16).

3. Solve the wave equation in one dimension

0? 0?
I8 L Qt), O<az<1, t>0,
T

u(r,0) = f(z),
ue(z,0) = g(z),
u(0,t) =0,

Define functions such that a solution in a similar form to (10.2.16) exists.

4. Solve the above wave equation subject to

" 1 (0,1) = 1y (1,4) = 0.
b.
u.(0,t) =0, uz(1,t) = B(t).

w(0,8) = A(t),  uy(1,8) = 0.

306



u(z, 0) = f(z)
u(0, 1) = A(t)
u(l, ) = B(#)

Solution: Let w(x, t) = A(t) + z[B(t) — A(t)] and let

Then U = Vg +y(z, t)  where y(z, t) = Q(x, t) — wy + wyy
v(z, 0) = g(z) = f(x) — A(0) — 2[B(0) — A(0)]
v(0,t) =v(1,t) =0

The Homogeneous solution has eigenfunctions and eigenvalues

®,(z) =sin(nmx), A, = (n7)?% n=1,2,...

1) = i Un(£)u()

where
Joylz, t)sin(nma)de ! :
Yn(t) = 0¥ Dmlnra)de 2/0 y(x, t)sin(nmx) de
Let vz, t) = i Un(t)pn(z) then wv(z, 0) =g(z) = i Un(0) ()
So vn(0) = fo g(z) sin(nmz dx_2/ )sin(nmx) dx

) sin?(nmx)d

Substitute in the equation:
o

> oy (t)sin(nma) i n(t) sin(n ) —i—Zyn )sin(nm x)

or io:l [U;(t) + (n )2, (t) — yn(t)] sin(nTx) =0
SO vl (1) 4+ (nm) v, (t) = yn(t)
where =2 / )sinn T xdz

2 t 2
This has a solution Un (1) = v, (0)e= (™) +/ Yn(T)e~ ™ E=T) gy
0
(using variation of parameters). Thus
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= Zsm(””x [ - 2/ )sin(n s ds—i—/ / s, T)sin(nms)ds e (nm)*(t=7) | gr

_/ [2 > sin(nwa)e T )2tsin(n7rs)] ds
+/0 /0 y(s, 7) [an::lsin(nﬂx)e(”)z(tﬂ sin(nws)] drds
SO vz, t) = /01 [f(x) — A(0) — z [B(0) — A(0)] | G(z; s, t)ds

+/01 /Ot I:Q(l‘, t) — A’(t) +z [B/(t) - A,(t)]]G({E, . i T)deS

where G(z; s, 1) =2 sin(nmz)e” ™™ sin(n 7 s)
n=1

308



2. Up = Uge + Qz, 1) 0<2<1 t>0

u(z, 0) = f(x)
uz(0, ) = uy(1,¢) =0

(a). The homogeneous solution has eigenfunctions and eigenvalues

®,(v) =cos(nmx) N\y=(nm)> n=0,1,2,...

SO u(z, t) = i}an(t) cos(nm x)
_ fy f(@)cos(nma)dx 1
a,(0) = Teotnrayde 2/0 f(z)cos(nmx)d

Expanding Q(z, 1) = gn(t) cos(nmx)
n=0
where the coefficients
1
qn(t) = 2/ Q(z, t)cos(nmx)dx
0

t
SO an(t) = an(o)e—(nﬂ)% i e_(”ﬂ)zt/ qn(T)e("”)ZTdT
0

Thus - )
u(z, t) =Y cos(nmx) [2/ F(s)cos(nms)dse= ™t 4
n=0 0

. rtopl
e_("”)2t/ / 2Q(s, 7) cos(n s)ds e ™ T dr
o Jo

oo

— /0 ' H(s) [Z 2 cos(n x) cos(nm)eW)%] ds+

n=0

1ot %
/ / Q(s, 1) [Z 2 cos(nm x) cos(nms)e” " ”)Q(t_T)] drds
0 0 n=>0

(b). u(z, t) = /01 f(s)G(z; s, t)ds + /01 /OtQ(s, 7)G(z; 5, t — T)drds
where G(z; s, t) = i 2 cos(n 7 x) cos(n s)e” "™
n=0
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3. Uy = Uge + Q(z, ) 0< <1 t>0

u(z, 0) = f(x)
Ut(.'L', 0) :g(fL')
u(0,t) =u(l,t) =0

The homgeonous solution has eigenfunctions and eigenvalues

Qu(z) =sin(ntz), M= (1) n=1,2,...

Z qn(t)sin(nmz) so  qu(t) = 2/1 Q(z, t)sin(nmz) dx
0

Let Z A, (t) sin(nmx)
Then Z )sin(nmz) and g(z Z Al (0) sin(nmz)
So A(t) + (nm)?A,(t) = ¢u(t) where

= 2/ )sin(nmz)dr and Al (0) =2 [y g(z)sin(nrx) dx

The solution is then
A, (t) = Ky, cos(nmt) + Ky, sin(nnt) + [A,(1)]

p

where the particular solution is

(A, (1)] = — cos(nmt) sin(nmt)

/ot sin(n77)q, (7)dT + /t cos(nT)gn (7)dT

nm nm 0

= 2/ )sin(nmws)ds  and Ko, = = [} g(s)sin(nms)ds

So u(z, t) = io:l sin(nmz) [2 /01 f(s) sin(nws)ds cos(nmt) + 2 /01 g(s) sin(nms)ds sin(nmt)

nm

— cos(nmt)

t 1
/ sin(n7r7')2/ Q(s, 7)sin(nms)dsdr
0 0

nm

sin(nmt)

/Ot cos(nmt)2 /01 Q(s, 1) sin(mrs)dsdr}

nm

Rearrange:

ate, 1) = [ " 1(s) lfj 2 sin(nz) sin(nrs) Cos(mrt)] ds

n=1
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n / [ —S1n () sin(n7s) sin(mrt)] ds

+/0 /0 Q(s,7) nfél %sin(mrx) sin(nms)(— cos(nnt)) sin(mw)] drds

+/01 /OtQ(S,T) nfélis

in(nmrz) sin(nws) sin(nrt) COS(?’HTT)] drds
— nm

ule, 1) = | Cf(s) ijl 2 sin(nz) sin(nrs) Cos(mrt)] ds

+/ [ —— sm (nmx) sin(nms) sm(mrt)] ds

+/ / Q(s, 7 [00 — sin(nmz) sin(nws) {sin(nnt) cos(nrwt) — cos(nxt) sin(nx7)}| drds
But {sin(nnt) cos(nmt) — cos(nwt)sin(nw7)} = sin(nzw(t — 7))
So Let G(z; s, 1) = i % sin(nmzx) sin(nms) sin(nmrt)

Then u(z, t) = /01 f(8)Gi(z; s, t)ds + /Olg(s)G(x; s, t)ds

+/01 /OtQ(S, T)G(x; s, t — 7)drds
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4a. Uy = Uge +Qz, 1) 0<2x<1 t>0
u(z, 0) = f(2)
Ut(ib', 0) = g(l’)
uz (0, t) = u,(1,t) =0
For the homogenous problem, the eigenfunctions and eigenvalues are
®,(z) =cos(nmx), A =(nm)> n=0,1,2,...

Expand in terms of the eigenfunctions:

Q(z, t) = iqn(t) cos(nm x)

1
where qn(t) = 2/ Q(z, t)cos(nmx)dr n=1,2,...
0
Let u(z, t) =Y Ay(t)cos(nmz).
n=0
For n=0

A0 = w0(t) = [ QU1

2 1
1%uy:5%;Q@¢ym+c¢+@

%@:%f@@ﬁhﬂﬁﬁ@@+é}@@

For n>0: -
u(z, 0) = f(x) = Z: A, (0) cos(nx)
where An(0) =2 f) f(z) cos(nmz) du
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u(z, 0) Z Al (0) cos(nmx)
where Al (0) = 2[0 ( ) cos(nmz) dx

An(t) + (nm)*An(t) = gu(t)

Ap(t) = kip cos(nmt) + kay sin(nmt) + [A, (1)),

— cos(nmt) /t sin(nr)gn () dr + sin(nmt)

nm 0 nm

(A,(1)], = /0 " cos(nr)gn (7)dr

= 2/ cos mrs

hom = —— d
m = | g( ) sin(nms)ds

So  u(x,t)= nf:l cos(nmx) [2 /01 f(s) cos(nms)ds cos(nmt)

9 1
— ds si t
+n7r/o g(s) cos(nms)ds sin(nt)

cos(nmt) [t

/ sin(mrT)Q/1 Q(s, 7) cos(nms)dsdr
0 0

nm

+M /Ot COS(mrT)2/0tQ(8,T) COS(”WS)deTl + Ao(?)

nm

u(z,t) = /0 1 f(s) li 2 cos(n 7 x) cos(nms) Cos(mrt)] ds

n=1

+ / [ 2 cos(n x) cos(nrs) sm(mrt)] ds

nln

+/ / Q(s, 7 { _COS(”WQ«") cos(nms) sin(nm(t — 7'))} drds

+Ao(2)
where we have used the identity

[sin(nt) cos(nmT) — cos(nmt) sin(nn7)] = sin(nw(t — 7))

o0

2
Let G(z;s, t) =Y — cos(nma) cos(nms) sin(nmt)
—inm
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Then u(z, t) +/ Gta:stds—l—/ G(z; s, t)ds

//QST (x; s, t—T7)drds+ — / stds+t/ d8+/
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4b. Same as 4a, but uz (0, 1) =0 wu(1,t) = 5(t)

Let

So

with

and

where

w(z, t) = %Zﬂ(t), 0 wa(0,8) =0 wy(1,t) = B(t)
ofa, 1) = ur, 1)~ w(r, 1)
ola, 0) = 1) ~ £ 50
. 0) = o(x) ~ =30
va(0, £) = (1, ) = 0
Vi = Voo + Q(z, 1) — wi(, 1) + Wea(7, 1)
wale, 1) = £ ()
Wee (2, t) = B(1)

u(z, t) =v(z, t) + w(z, t) where ov(x,t) isasin 4a.

50). () = o(a) ~ & #10)

ot ) =G0+ 5 [ (@0 - S

1 [ (106 - Saonas + [ to(s) - 5 p(0))ds

2

+/ — —5 )Gi(z; s, t) d8+/ %ﬁ'(O))G(x; s, t)ds
+/ /[ (1) + B(r )] G(x; s, t — T)drds
G(z; s, t—7) = nf; % cos(nmz) cos(nms) sin(nw(t — 7))
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4c. w(0, 1) = A() ug(1, 1) =0

Let w(z, t) = (1 —2x)* A(t)
Then w(0,t) = A(t) wy(1,t) = —=2(1 —2)A(t)]|z=1 =0
As before letting vz, t) =v(z, t) — w(z, t)

Uy = Vae + Q(, 1)
where Qz, t) = Q(x, t) + (1 — z)2A” 4 2A(t)
v(z, 0) = f(z) = (1 - 2)*A(0) = f(2)
v(z, 0) = g(z) = (1 - 2)°A'(0) = §(=)
(0, 1) = vy(1, 1) = 0

The homogenous equation has eigenfunctions and eigenvalues

(f)n(I):COS(n—%)Wx A = Kn—%)r]Q n=1,2,...

Qlz, t) = nzzjlqn(t) cos [(n - %) Wx]
where qn(t) =2 /01 Q(x, t) cos (n - 1) Wl‘] dx
vz, t) = i A, (t) cos [(n - %) 7T£L‘:|

v(z, 0) = iAn(O) cos

- B)ed -0

where A, (0) = fy f(x) COS(”: s dx

Jo cos2(n — Hra dx

(0 D)) ae
2o =i

1 1
where Al(0) = 2/ §(z) cos (n — 5) nx dx
0
2

A,(0) = 2/01 f(z) cos

ve(x, 0) = Y Al (0) cos
n=1

AT(t) + [(n _ %) 77] Au(t) = au(h)



Let

Then

The solution is

An(t) = Kincos [ (n = 3 ) ] + Kusin (0= 5 ) mt] + (400,

where the particular solution is

oS [(n_ 1

== (03

sin ES’L_—;Z 7rt] /Ot s [(n B %> -

qn(T)dT

K, _2/ ) cos

(01 na] o

(= D)oo 0 [fo=3) e ron i~
sitg s [(o= ) a0 1)
w2 [ [ Qs ryeos[ (1) m] {sin([in_—%)%iﬂ]
S S e
@—am (-3

u(z, +/ (1—5)24(0 ]Gt(xst)d

-ty

G(z; s, t) = i ﬁcos

COS

+/ (5) — (1 —5)? O)] G(z; s, t)ds
+/ / (1—9)*A"(r )+2A(7)] G(x; s, t — 7)drds
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10.3 Green’s Function for Sturm-Liouville Problems

Problems

1. Show that Green’s function is unique if it exists.
Hint: Show that if there are 2 Green’s functions G(z; s) and H (z;s) then

/01 (G(w;5) — H(z; )] f(s)ds = 0.

2. Find Green’s function for each

a.
—kugy = f(x), 0<z<L,
u'(0) =0,
u(L) = 0.
b.
_umm—Fx), 0<z <L,
u'(0) =0,
u'(L) = 0.
c.

3. Find Green’s function for
—ky" + 0y =0, 0<z<l,
y(0) = y'(0) =0,
y(1) = 0.
4. Find Green’s function for the initial value problem
Ly = f(x),

y(0) =y'(0) =0.

Show that the solution is -
y() = [ Glass)f()ds.

5. Prove (10.3.22).
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1. Assume there exist 2 Green’s functions G(z, s), H(z, s)

1 1
Then /0 G(z, s)f(s)ds :/0 H(z, s)f(s)ds for all f.
So | G, 5) — H(z, $)] f(s)ds =0 for all f.
= G(z, s) — H(x,s) =0=G(x, s) = H(z, s)
= G if it exists, is unique.
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2a. —kty, = f(x) O<z<L plx)=k
u'(0)=0 u(L)=0
Solve: kv =0 ' (0)=0
kv"=0 w(L)=0
Choose c=-1 EW = -1
u=ar+b W(0)=a=0 =u=»b
v=oazxr+ [ v(L)=0=aL+ [ = —al
W b a(a:—L)‘ b
0 o
kab = —1
1
Let b=1, then a = ——
k
Then |u(z) =1
1 L 1
and |v(z) = —Ex+E :—E(x—L)
u(s)v(z) 0<s<z<l1
G(z, s) =
u(z)v(s) 0<z<s<l1
1
—E(x—L) 0<s<z<l1
G(z, s) =
1
—%(S—L) 0<zr<s<1
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2b. —Upe = f(z) 0<z<L

So

ax 0<s<zr<1
G(z, s) =

aa 0<zr<s<1

Therefore Green’s function is a constant

(For a Newman problem, the solution is not unique).
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2c. —Ugy = f(2) O<z<lL
u(0) —u'(0) =0 wu(L)=0
—u"=0 u=ax+b = (a(0)+b)—a=0 = b=a

- [i=artd

—"=0 v=ar+p v(l)=0 = aLl=-p = [=—-aL

= |v=ar—L)

W= =1 = «alar+a)—aalr —L)=
a «
1
Let a=1l=>ar+a—ar+al=1 or a(l+L)=1 = a=-——-
1+ L
u=x+1
1
- .y
v 1+L(x )
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Let

—ky"+ly=0 O<z<l
y(0) —y(0)=0 y(1)=0

—ku" 4+ lu =0

l
UI,_EUZO

M =(/k then u=ae +be
u(0) —u/(0) =0 ae* +be ™ — ae 4+ bre M |,y = 0

a+b—ard+bA=0 = a(l—XN)+b(1+))=0

B a(—1+)\)
(14N
A—1
u=a [e” T 16)‘“‘1
—kv"+lv=0 v(1)=0
V"= N =0 v=ae+Be v(l)=0=ae+ e
A
—ae
ﬂ: ei}\ = —0562)\
v = [e)‘“" e )\m:|
A—1
a e)m + E)\ - lge—kx] « [6)\1: _ 62/\67/\x]
W = k =
A2 4\
a )\6)\$+< + >e ,\m] a[}\ekx_'_)\e?)\e—)\z}
A+1
A—1
aa [ekx+ E)\Jr lgexz] [)\emqt)\e”e /\x] —ao [eAz e f)\m:| l)\ Az —Az (
=aa )\62’\—1-)\ e+ A
B A1 A+1
AP — A
= 2aa l)\eQ’\+ )\+1]
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A2 — )
= k/2a | \e**
o /a[e +)\+1]
Let a=1
( A—1 k
eAm+ e /\z> e/\s 2\ _—As
( A1 2Ne?h 4+ 22 (4= ee)
G(z; s) =
0<s<z<l1
[ (by symetry) 0<zr<s<l1
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d ( d
4. Let’s take Ly = o \P < dy> +qy

y(x) = / G(z; s)f(s)ds clearly satisfies y(0) =0, since, in this case,
0

both limits of integration are zero.

y'(x) = Gla; 2) f(z) + /OI %J“(s)ds

y'(0) =0 implies |G(z;2)=0

Differentiate again after multiplying by p(z)

ddx ( dd ) tay= dci {p(fr) /;%Jt@)ds}

talo) [ Glas 9)f(5)ds
0
Note that p(x) and ¢(z) can be put inside the integral on s !

_ 0G(z; )
- o0x

of {ax[ 22|} e

+ [ Ha@)Gas 5)} £ (s)ds

0G(z; s)

Thus Ly = /Ox LG f(s)ds + [p(ﬂl?) O

|
In order to get f(x) on the right hand side we must have

(will anihilate the integral)

and

we also need

G(z; x) =0| (seen earlier)
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Another way to solve problem 4
Let Ly=@y) +ay=f

y(0) =4(0)=0

Then Lv=20 has 2 linearly independent solutions v; and wvs.
Define w(x) = vy (x) /Ox vo(s) f(s)ds — va(x) /Ox v1(s)f(s)ds
Then w'(z) = vy () /Ox vo(s) f(s)ds — vh(x) /Ox v1(8)f(s)ds

+or()va(2) f () = va(w)or(2) f ()

So: w'(x) = v](x) /Ox va(8)f(8)ds — vy(x) /Ox v1(s)f(s)ds

S0 (0! (@))' = - [l (@)] [ vas) 7 (5)ds — - [p(a)vh (o)
+p(2) [ (x)va () — vy (w)or (2)] f ()
= —q(@)w(@) +p@) [ (@)v:(v) — v ()] f(2)

—c(see problem 5 next)

Hence (pw") + quw = cf

where w(0) = w'(0) =0

So y = % is a solution to

(py) +qy=f

with y(0) = y'(0) =0

e . 1 (T)va(s) — va(z)vi(s) s
Thus y(x) = /0 ( )p(x) [v] (z)va(x) — Ué(x)m]d

So y(z) = /Oxf(s)G(x; s)ds

where




And we can see that
LG =0 For z>s

G(z; ) =0
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5. Prove

To compute

Divide by p

Thus

p(x)W(z) = c
u, v both satisfythe same ODE i.e.
—(pu) +qu =0
—(pv')' +qu=0
W(z) =uv" —vu

p(u'v —v'u) we differentiate the Wronskian W (x)

dW dW
— =uv F+uw" =V — vu” = |w - = —
dx dx

—(pu) +qu=0 = —pu'—pu"+qu=0

also —p'v' —pv" +qu =0

/ /

— v — u
Pwv—w+L =0 orR w="By+Z
p p p p
—p/ v —p/ v
Pov—v+L =0 orR v="Ly4+L
p p p p
) v ) U /
uv” — vu" = u( Lo q—) — U(—pu' + q_) - [uv" — vu]
p p p p p
aw
== Pw o Wp=wyp

dr  p
(Wp) =W'p+Wp' so using the above (Wp)' =W'p—W'p=0

(Wp) =0 and Wp=c
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10.4 Dirac Delta Function

Problems
1. Derive (10.4.3) from (10.4.2).
2. Show that (10.4.8) satisfies (10.4.7).

3. Derive (10.4.9)

Hint: use a change of variables & = ¢(x — ;).
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1. flo) = /abf(xz-)é(x “r)de (10.4.2)

Let f(x) =1 ze(—o00, 00). Then f(x;)=1 for all z;

So f(x)zlz/_o:ol-(S(x—xi)dx
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2. Show (10.4.8) satisfies (10.4.7)

H—a)= [ 6(6—w)de (10.4.8)

—00

0 x<umx
H(x — ;) = (10.4.7)
1 x>z

Let F(&, x) be defined by

1 &<
F(ﬁ,x){
0 &>z

Then / 5(€ — ay)dE = / F(E, 2)5(€ — a)de
since on the other interval F' = 0.
But using (10.4.5), the integral on the right is F'(x;, x)

Notice that
1 z;,<x
F(z;, z) =
0 =, >=x

which is the definition of the Heaviside function
H(z — x;)

Thus we get (10.4.8)
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3. Prove: §[e(x — ;)] = |—1|5(x — ;)
c
Compute the intergral: /OO f(z)d [e(x — x0)] do =
make a transformation: y = c(x — xp)
1
then dr = —dy
c
.. o0 Y 1 1
for ¢ > 0 the limits: / f <— + x()) dy)—dy = —f(xo)
—x " \c c c
for ¢ < 0 the limits: /_oof(9+x>5( Ly = —L )
' o0 ¢ T O = L
- o0 1
Combining the two: / f(z)d[c(z —xp)] dx = ﬂf(xo)
—00 c
But f(xo) = /7 f(2)d(z — xo) dx
00 1 00
therefore / f(z)d [e(x — x0)] do = A / f(x)d(zr — ) dx

and we have the required relationship for ¢ functions.
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10.5 Nonhomogeneous Boundary Conditions
Problems
1. Consider

Up = Ugy + Q(z, 1), 0<z<l, t >0,

subject to
u(0,t) = uy(1,t) =0,

u(z,0) = f(z).
a. Solve by the method of eigenfunction expansion.

b. Determine the Green’s function.

c. If Q(z,t) = Q(x), independent of ¢, take the limit as ¢ — oo of part (b) in order to
determine the Green’s function for the steady state.

2. Consider
Uzz +u = f(x), 0<z<l,

u(0) = u(1) = 0.

Determine the Green’s function.

3. Give the solution of the following problems in terms of the Green’s function

a. Uz = f(x), subject to u(0) = A, u,(1) = B.
b. Uy +u= f(z), subject to u(0) = A, u(l) = B.
C. Uy = f(2), subject to u(0) = A, uz (1) +u(l) =0.
4. Solve JG
- = §(z — s),
G(0;s) = 0.

Show that G(x;s) is not symmetric.

5. Solve
Uggre = f(x)a
u(0) = u(1) = uz(0) = ugy (1) =0,

by obtaining Green’s function.
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So:

U =Upe + Q(x, 1) 0< <1 t>0

subject to: (0, ) = up(1, ) = 0 ulx, 0) = f(x)
60 () = sin <n— %) S
Ao = {(n—%)wr, n=1,2,...

Expand: Qlx, 1) = i 4n (1) sin (n - %) -

The coeflicients are:

qn(t) = 2/01 Q(z, t) sin (n — %) rxdx

s 1
Expand: u(z, t) = > u,(t)sin (n - 5) T
n=1

It was shown in Chapter 8 that the coefficients are:

U (1) = e(n=3)"x% (2 /01 f(x)sin (n - %) T da:) +/0t qn(T)e’(”*%)Zﬂ(tfr) dr

-3y

u(z, t) = /01 f(s) Li2sin [(n - %) 71'8] sin

+/01 /OtQ(s, T) Li2sin [(n— %) 71'8] sin

G(z; s,t) =) 2sin

n=1

sin [(n — %) 7T£L‘:| e_("_%)ZWZt

-
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c. If Q(z, t) = Q(x), find the steady state solution

tli)rglou(x, t) = /01 f(s) [i 2sin <Tl - %) s sin (n — %) 7'('3;| ds Llim e(”%)%ﬂt}

—00
n=1

1 > 1 1 1\2 o t 1\2 o
+/ Q(s) Y 2sin (n - —) s sin (n - —) rrds lim e ("3) 7 t/ o (n=3) ™7 g0
0 n=1 2 2 t Jo

— 00

Therefore

tliglou(x, t) = /01 Q(s) {i ﬁ sin (n — %) mssin <n — %) mc} ds
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2. Uge +u = f(x) 0<z<l1
subject to u(0)=u(1)=0

Solve the 2 ODEs to get G:

= u(zr) = asinz + bcosx u(0)=0=0=0

= v(z) = asinz + fcosz v(l)=0 = asinl+fcosl=0 = f=—-atanl

u=asinx

v=oqsinx —atanlcosz

asinz «(sinz — tan 1 cosx)
— qa |sinz cos x + tan 1 sin® 2 — sin 2 cos 2 + tan 1 cos® x]

W =
acosz a(cosz + tan1sinx)
W = aatanl
So actanl =c let c=tanl =a=—
«
1. :
u= —sinz v = a(sinx — tan 1 cos )
«
L. :
—sinsa(sinz —tanlcosz) s<ux
«
G(z; s) =
1
—sinz a(sins —tanlcoss) z <s
«
Therefore:
sins[sinz —tanlcosz] 0<s<z<1
G(z; s) =

sinz[sins —tanlcoss] 0<zx<s<1
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3 a. Uge = f ()
u(0)=A wu,(l)=DB

To get G(z; s),

solve the homogeneous equation with homogeneous boundary conditions

Uz =0 w(0)=0 wuy(l)=0

u'=0 u0)=0= wu=ar+b b=0 = u=ar

V"'=0 V(0)=0= wv=azx+0 V(1)=a=0 = v=4

axr f3
a 0 coefficent of w,.

Let =1 then a=—1
So u=—-x v=1

and

1 :
u(s) :/ G(z; s)f(z)de — G(1; s)B — A% | z=0
0
G(1; s) = —s
pe 0 s<z pe
d_ —= SO d_ |:L‘:0 —1
v -1 z<s v
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—s s<ux
where G(z; s) =
—x z<s
1
Check the answer by substituting: u(s) = / G(z; s)f(z)de+ A+ Bs
0

Write this as 2 integrals substituting for G-

u(s) = /08 —xf(x) dx—l—/sl —sf(x)dx + A+ Bs

0 1
U(O):/U —xf(z) dv + ; —0-f(x)dr+A+B-0=+A checks
—
-0

Recall how to differentiate an integral whose limits depend on the variable of integration

u():—sf +/ z)ds + B

Defferentiate again: u"(s) = f(s) thus the equation checks

u'(1) =B the second boundary condition checks
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3. b. Uz +u = f(x)
subject to u(0)=A wu(l)=1B

From problem 2,

sins[sinz —tanlcosx] s <z

G(z; s) =
sinz[sins —tanlcoss] x <s
dG (z;
If T > s %:sinscosx—i—sinstanlsinx
x
dG . : :
Soat x=1, d—|x:1:s1nscosl+smstan181n1
T
dG(z;
It z<s; dG(z; s) = cos z [sin s — tan 1 cos s]
dz
dG
So at x =0, — |s=0 = sins — tan 1 cos s
dz

1
u(s) = /0 G(z; s)f(x)dx 4+ B [sins(cos1 + tan 1sin1)] — A [sin s — tan 1 cos s]
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w(0)=A wuz(l)4+u(l)=0

The homogeneous equation with homogeneous boundary conditions:
Uz =0 u(0) =0 u,(1)+u(l)=0

u"'=0 u(0)=0 = wu=ar+b b=0 = u=ax

v"'=0 V() +v(l)=0= v=azx+p; at+a+3=0

20+ =0 [=-2« = v=oar— 2«

ar oaxr — 2« ]
W = = 2aa=c= -1 = aa=g
a «
Let a=1 = o= %
Therefore
u(z) = w; v(z) = =(x —2)
—s(x—2) s<zx
G(z; s) =
—z(s—2) z<s
It dG(z,s) 1 dG 1 dG s—2
e dr 20 dr |~ 5 dr 7707 2
1
u(s) :/ G(z; 5)f(x) dr — uGy |y + Gug |5
0
-2
uGy | = u(1)? — (o) £ =2
2 ~~ 2
A
Gy |y = G Lozt up(1) = Glaco 4a(0) = —2uy(1)
N—— 2
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dG

4. Solve e d(z —s) subject to G(0;5)=0
: d
Since d—(H(x—s))z(S(x—s) = G=H(r—s)
x
G(0; s) = H(—s)
0 z>s
G(z; s) =
1 z<s

Therefore G is NOT symmetric.
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5. Solve Uzzee = f(T)
subject to
u(0) = u(l) =4'(0) =u"(1) =0
Since LU = Uy

with the stated boundary conditions is self-adjoint, we have
1
/ (WLG — GLu) d = 0
0
for u, G satisfying the boundary conditions.

In particular, if

Lu = f, LG(z; s) =0(z — s)

then
1 1 1 1
/ uEde—/ Gﬁudx:/ ud(x — s) dx—/ G(s; z) f(x) dx
0 0 0 0
1
= u(s) — / G(s; ) f(z) dx.
0
1
Therefore u(x) :/ G(z; s)f(s)ds.
0
Hence we seek a solution to LG (x; s) =0(x — s)
G(0; s) = G(1; s) = G4(0; s) = Gua(1; 8) =0
S+ S+
Also /_ Grrzz(T; S) d:v:/_ Sz —s)de =1
= Gaze [°- = 1.

Furthermore, G, G,, and G are continuous at = = s
Using LG =0 if x #s,

we can define  G(z; s) on [0, s) and (s, 1], and use the above conditions to determine the
parameters as follows:

ax® + b’ +ex+d x<s
G(z; s) =
ar® + Br* +yr +6 x> s
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G(0;5) =0 =d=0

G (0; s) =0 =c=0

G(1;s)=0 Sa+0+v+0=0

Gee(l;5) =0 = 6a+26=0 = = -3«
=Sa—-3a+v+6=0

=0=2a—7y

az® + bx?
G(z; s) =

az® — fa? + vz + 20 —

1
Gmczirzl = 6a—6a=1 :>a:a_6
1
<a—6>x3+bx2
G(z; s) =
ax® — 3ar” + vz + 20 — 7
G$$|S+ :wa|s*

1
6<Oé—6>8+2b:6a3—6a

1
-3 ()<

ax® — 3ar” + vz + 20 — v

G(z; s) =

G$ |8+ = Gw |s*

1
3o — 6)82 + (5 — 6a)s = 3as® — 6as + 7y
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e as—
s° 4+ s° — bas = —6as + 7y

2
L,
7—53
1
(Oz—g)x3+(§—3a)x2
G(z; s) =
3 2 82 2 82
_ 3 il _ 2
or ax+2x+a 5
Gls+ =G s
1 3 2
(a—6)33+(§—3a)32:as?’—?)asz—i-%—i-?a—%
3 3 3 2
a53—E—|—%—3Oz32:a53—3a82+%+2a—%
s 8 st §
2a="-2 Sa=l_2
T2 TYTu

3 2 3
3|S5 M s 3a s
Tl 6]“”[4 S+21
G(z; s) =
z? —8—3 S—2+x2 —3—§SQ +x8—2+8—2—8—3 —8—2
12 4 4 4 2 2 6 2
5 s3+52 1_+253 32+5 _
P l-—=+ ==+ |-+ x<s
12 4 6] 4 4 2
G(z, s) =
5 3+x2 1+2x3 32Jr .
S+ |+ ="+ 2| >
12 4 6 4
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10.6 Fredholm Alternative And Modified Green’s Functions

Problems
1. Use Fredholm alternative to find out if

Upr +u = [+, O<z<m,

subject to
u(0) = u(m) =0,

has a solution for all 8 or only for certain values of .
2. Without determining u(z), how many solutions are there of

Ugy + YU = COST

a. v=1and u(0) =u(r) =0.
b. v =1 and u,(0) = u,(7) =0.
c. v=—1and u(0) =u(m)=0.
d. y=2and u(0) =u(r) =0

3. Are there any values of 3 for which there are solutions of
Upr +u = [+, —T<rx<T
u(=m) = u(r),

Uy (—7) = ug(m)?

4. Consider
Uge + U =1

Find the general solution.

b. Obtain the solution satisfying

Is your answer consistent with Fredholm alternative?

c. Obtain the solution satisfying

Is your answer consistent with Fredholm alternative?

5. Obtain the solution for



6. Determine the modified Green’s function required for
Uz +u = F(x),

u(0) = A, u(m) = B.

Assume that F satisfies the solvability condition. Obtain the solution in terms of the modified
Green’s function.
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Homogenous:

So

Upe tu=0+2 0<ax<m

Uz +u =0 u(0)=u(r)=0
ug(x) =sinz # 0

/0 (B+z)sinzdr = —fFcosz|j + (sinz — xcosz)|

s
0

=—0(-1—-1)—7mcosm=+42+7=0 =3

348




2 a. Uge +yu=0 v=1 u(0)=u(r)=0

ug = sinx

™ 1
/ sinz cosz dr = §sm2x|g =0
0

|infinite number of solutions |

2 b. uz(0) = uy(m) =0

Has U = COST
/ cos?zdr = = # 0
0 2

no solution

2 c. Upe = U uw(0) =u(mr) =0

No nontrivial homogenous solution

unique solution

2 d. Ugy = —2U
ug = sin(Ax) =\ = +2 = \=4V2

ug(0) = sin(v/2:0) = 0 but ug(7) =sin(v/2-71) #0= no nontrivial solution

‘ unique solution ‘
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Ugg = —U Vg = COST +SInx
/ (B+x)(cosz +sinz)dr =0

Note that integrating an odd function on the symmetric interval gives zero. So we have left:

T+ (sinx —zcosx) T,

/ﬂcosxdx—i-/ rsinxdr = sinx

=060-0)+(0—-0)+(0—0) —7cosm — wcos(—m) = +2m # 0

Regardless of value of < f, cosx >#0 =
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4 a. Ugy +u =1

Homogenous: u,, +u =0 = u(x) = ¢y cosx + ¢y sinx

Get a particular solution of the inhomogeneous
up=A upy+uy,=1 0+A=1 =A=1

So Ug = Ug + Uy = € COST + C8inx + 1

4 b. u(0) =0 =c+1=0
u(r) =0 = -—c+1=0
No solution for the system = No solution.
/Oﬂ(l)sina:dx =—cosz|f=—(-1)+(1)=2#0

No solution by Fredholm either

4 c. Uz (0) = uy(m) =0
Uz (0) = 2080 =0 ug,(m) =cycosm =0
co =0 = infinite number of solutions
= u=ccosx+1

™
/ l-cosz =sinz |§ =0 = infinite number of solutions by Fredholm.
0
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5. This problem is similar to the example (10.6.2)-(10.6.3). In this case A = —1 which
is NOT n? for any integer. Thus the nonhomogeneous has a unique solution (Fredholm

alternative). The solution can be found by the method of eigenfunction expansion. Note
1
that the eigenfunctions are sin (n — 5) T, n =1,2,.... Expandind the right hand side

in terms of the eigenfunctions we have

1

oo
e’ = Z v, Sin <n — —> T,
n=1 2
with coefficients given by
Jo €¥sin (n - %) nx dr

an, =
J sin? (n - %) Tz dx

Using the same expansion for u, we get the coefficients u,, by substitution in the differential

equation
Qp

1+ (71—%)2#2

Up = —
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6. Uge +u=F(z) u(0)=A u(r)=DB
Solve the homogenous problem first to find  G(z, s)
U +u =0 u(0) =0=u(n)

The homogenous problem has wupy =sinz  as a nontrivial solution

™

(Assume / F(z)sinzdr =0)

0

/ sinz [§(x — s) + csinz] de =0 = sins+c/ sin? x dw
0 0

N—_—— ——
2
N sin s
Cc = —
/2

. d*G . 2 sin 7 si
6=LC st sin z sin s

dz? T

Assume G is continuous at z = s

s+d2A st st st 9 :
/ dfder/ de:/ 6(x—s)dx+/ ST g
5~ T s~ s s

- s
dG
— " 4+0=1+0 (by continuity)
dx

For z#s d2A+G:25inxsins
dx? s

. ‘A 2sin s\ .
Try variation of parameters G +G= sin x
T

GH =1 COST + Ccosinx
Go(x) = uy () cos z + uy(z) sinz
G'p(x) = u}(x) cosz — uy(x) sinx + uy(z) sin x + us(x) cos

= [u] cosx + ulsin x| 4+ [—uy sin x + uy cos

set thisvto Zero

G (r) = —uj sinx + uy coS T — uy cOS T — Uy sin x
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A - . 2sins
Gy + Gy = —using + uycos v = ——sinx
m

Therefore u| and u!, satisfy the system
uy cosz + upsinx =0

2sins>

—uf sinx + uy cosx = sinx(
™

The Wronskian is:
W =cos?z +sin’z =1

The solution is:
2sin s)

Uy = —sinxsinx(
i

2sins . 2sins [ 1 ) x
Uy = —— |:/Sln xdx:| = — |:—§COS"L'SIHJI+§

™ ™

L. T .
U; = —sinssinxr cosx — — sin s

™ ™
, ) 2sin s
Uy = COSTSINT | ———

™

2sin s . 2sins [1 . 1. . 9

Uy = ——— [ coswsinwvdr = —— |-sin“ x| = —sinssin“x
T T 2 T

The solution is

~

G(7; 8) = ¢ cos T+ sin o+ — cos wsin s [cos z sin v — ]+ — sin s sin® z sin z
m

™
. x . sins | 9 .
:clcosa:+0251nx——Cosxsms—i——smx[cos T -+ sin x]
™ ™
. T i sins .
=C1COST +CSINx — —CcOoSxSINS + ——SInx
s ™
So
1. . x . .
—SINSSINT — —COSTSINS + €] COST + CosInx x < S
N ™ ™
G(z; s) =
I . x . .
—SIMXSINS— —COSTSINS + C3COST + C4S1INT X > S
™ ™
From the endpoints: G0;8)=0=0c¢,=0
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G(m; 8) =0=c3(—1) +sins =0= c3 = +sins

1 . ) T . .
—SInSSINT — —COSxSIN S + cysinx r<s
N ™ ™
G(z; s) =
1. . T . . .
—SINTrsSis — —COSTSINS +SINSCOST +C4SINT T > S
™ ™

Continuity at x =s; cysins = 4sinscoss + ¢4sins

= Cy =4 +COSS

1 . . T ) . .
—sInssinx — —cosxsins +cosssinz +csinxe < S
N ™ ™
G(z; s) =
1 . ) T ) ) )
—SInxrsins— —Ccosxrsins+cosxrsins—+csinx x> S
™ ™

Checking jump in derivative

dG' |4+
— =1 = cosscosz +sinzsins = sin’(s) + cos?(s) = 1
d"L‘ T—rS
. S .
Symmetry: Letting c= ——CO0SS and reordering terms
T
r. . : x : s :
—sinssinz 4+ cosssinx — —cosxsins — —cosssinr < s
. v T T
G(z; s) =
r. . : s : x :
—sinzsins + cosrsins — —cos ssinz — —coszsins x> s
s s 4

To obtain a solution using G (x, s), notice
/7r [uﬁé — éﬁu] dr = /7r [u(@" +G) - Gu" + u)] dx
0 0

™

0

= /07T {ué" — Gu" + (uG — ué)] dr = (ué’ _ éu’) ‘g e

= BG' |, — AG'

0
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dG 1 . ) ) S 1 ) x . .
— | = (—sinscosz —sinzsins — —cosscosz — —cosxsins + —sinzsin s | |y
dx T T T T
1 . s 1 . s
= ——S8Ins+ —Ccoss+ —SIns = —CosS s
T T T T
dG 1 . 1 . x . 5
— o = (—sinscosz + cosscosx — —cosxsins + —sinxsins — — coS $ COST ) |—o
dx T s T T

1 . 1 . S s
= —sins+coss— —sins— —coss=|(1——)coss
T T T T

Also notice:

/07r [uﬁé—éﬁu] dx:/oﬂu

2sinssinx

= u(s) + fowu(x)idx/ —/OWCA?F(x) dx

™

2 T
6(x—s)+—sinssinx] dx—/ GF dx
T 0

a multiple of the hgmogenous solution

so disregard to get particular solution

e
dz

So u(s)—/WCA?F(x)dJU:BE
0

r=m A
dx

z=0

Interchanging = and s, we get

u(z) = /07r G(x; s)F(s)ds + Ea: cosx — A (1 - f) cos x

™ ™
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10.7 Green’s Function For Poisson’s Equation
Problems

1. Derive Green’s function for Poisson’s equation on infinite three dimensional space. What
is the condition at infinity required to ensure vanishing contribution from the boundary
integral?

2. Show that Green’s function (10.7.37) satisfies the boundary condition (10.7.35).

3. Use (10.7.39) to obtain the solution of Laplace’s equation on the upper half plane subject
to
u(z,0) = h(z)
4. Use the method of eigenfunction expansion to determine G(7;7¢) if
V3G = §(7 — 1p), O<zr<l O<y<l
subject to the following boundary conditions
G(0,y;75) = Go(1,y370) = Gy(x,0;79) = Gy(x,1;75) = 0
5. Solve the above problem inside a unit cube with zero Dirichlet boundary condition on
all sides.
6. Derive Green’s function for Poisson’s equation on a circle by using the method of images.

7. Use the above Green’s function to show that Laplace’s equation inside a circle of radius
p with
u(r,0) = h(0) forr=p

is given by Poisson’s formula

oL pt—r? o
U(T, )—%/0 (0)T2+p2_2prcos(9—90) o

8. Determine Green’s function for the right half plane.

9. Determine Green’s function for the upper half plane subject to

oG
8—y =0 ony =0.
Use it to solve Poisson’s equation
Viu=f
0
a—Z:h(x), on y =0.

Ignore the contributions at infinity.

10. Use the method of images to solve
V3G = 6(7 — 1¢)
in the first quadrant with G = 0 on the boundary.
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1. Solve
= f(r), 7=(=x,v, Z)€R3

Green’s function G(7; 7p) satisfies
V?G = 6(z — x0) 8(y — y0) 3(2 — 20)

Because of symmetry we have

1 d [, dG

— — =0 f 0

p2<h7<p dp) o p#
where p =T — 2

The solution is done by integration

246

Divide by p? and integrate again

C

To obtain the constants, we integrate over a sphere of radius p containing the point (xg, yo, 20),
thus

///V2dedydz:///5(x_x0) Sy —yo) 0(2 — 20)dx dydz = 1.

But by Green’s formula, the left hand side is

//VG ndS = // —dS——47rp2

where S is the surface of the sphere.

Thus 9G
—4 =1
dp o’
oG 1
op  4mp?
Since G=-— ¢ +D
p
oG (C
then — = —. Comparing — we have
dp  p? dp

358



c 1 N 1
2 Amp? 4w
We can take D = 0, thus
1
G(p)=——
(p) yr”

The condition at infinity can be obtained by using Green’s formula as in the text.

Tim / /S (uVG — GVu) - idS = 0

0G ou
: i
plggo p (u 9p G 8p> 0

or by using G from above:

. ou
(o)
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2. Show that ) )

satisfies
G(IE, 05 X, ?JO) =0

Recall
7= (z,y)

—

o = (350, yo)

F(;k = (xﬂa _?JO)

1
G(v, 0; mg, yo) = o In \/(x — 9)? + (0 — yo)?

1

5 /(@ = 20)? + (04 p0)?

Since the terms under square root signs are identical we get zero for G.
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3. Use

i) = [ [ £ G+ [ i) 2
To obtain the solution of

Viu=0 y>0

u(z, 0) = h(z).

Since this is Laplace’s equation f(7) = 0 and the first integral is zero, thus

N |

u(f) = / ” h(zo) dg

—o0 (z — x9)% + y?
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4. Use the method of eigenfunction expansion to determine G(7; 7%) on [0, 1] x [0, 1]

Because of the boundary conditions, the eigenfunctions are: cosnmty n =0, 1,...

G(7 7o) = Z gn () cos nmy
or . X
G(7 7o) = Z gn(y) cos (n + 5) T
n=1

We take the first expansion and substitute in the equation

S g(x) cosnay + 3 (—n27%)gn(x) cosnmy = 0, 7+ 7.
n=0

n=1

gl(x) —n’rPg,(r) =0 n=1,2 ...

9 =0
Subject to:

g,(0) =0

gn(1) =0

Solve, apply the jump condition for the derivative and so on.
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VG =6(F—7) 0<umz,y 2 <1
G0,y,2) =G(1,y,2)=0
G(z,0,2)=G(z,1,2)=0
G(z,y,0)=G(z,y, 1) =0

Because of the boundary conditions, the eigenfunctions are: sinnry sinmnz, n=1,2, ...,
m=1,2,...
Thus
(0] (0]
G(F, 70) = Y. > gnm(x) sinnrysin mrz

n=1m=1

(other possibilities exist, depending on the two variables we use. We can even take expansion
in all 3 variables !)
Substitute in the equation

Z Z G () Sin Ny sin mmz+

n=1m=1

o.¢] oo

>3 (—n7® — mP1?) g (z) sinnrysinmrz =0, 7 # 7.
n=1m=1

ggm(x) - (77/27-‘—2 + m27r2)gnm(x) = 07 77/7 m = 17 27 .

Inm(0) = gnm (1) = 0,

The boundary conditions are the result of using the two boundary conditions we didn’t use
in getting the eigenfunction, in this case G(0, y, z) = G(1, y, z) = 0.

Solve the boundary value problem to get g,m(x)
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6. Use the method of images to derive Green’s function for Poisson’s equation on a circle.

< a

V2G(7 7o) = 6(F — 7o) |
G(r ) =0 for |fl=a

Let 77 be the reflected image of a point 7 (see figure). Then if G is the Green’s function for

the whole plane, we have

VZG(F; o) = 0(F — 7o) — 6(F —7%)

Figure 61: The case # = 0

So
G(F, 7o) = P In|F — r0|—% In|7 — 7y |[+C

1 —»_—»2
1 |7 — 7ol L

47

— -y |2

r—T

To find C, we note that when |F|l=a G(7; 7)) = 0 and with § = 0 all 3 points coincide

1 |a—F0|2
:>C:__ln7_’2
dt  Ja— 7§

For 6 # 0 (see figure) G(7; 75) =0
yields

— |1 M —In M =0
47 |7 — 7§ |2 la — 7|2

*

Figure 62: The case # # 0
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So for all |F] = a,

|F—F0| |G—F0|2

e N R
Note

|7 — 72 = |72 + |7o|* — 2|7] |7] cos @

7= 72 = [\ + | ” — 217 |75 cos
Therefore

a2
7| = W

Note that when 79 is the center of the circle that 77 is at infinity.
Hence

RN 1 |F— F0|2 Cl2
G(75 7o) = —In (TW

A7 |7 — 7%
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7. The solution in general is given by

u@= [ [ () G(7, 7o)y

——
right hand side of equation=o

+9 h(7) VG ) - i dS
——
u on the boundary.

The normal to the circle is in the direction of radius.
§ b0 G 7o), S
= T T
0 87:»0 ) 0 7'0:a

Convert GG obtained in problem 6 to polar coordinates, differentiate and substitute in the
integral.
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8. Let

7= (z, y)

Ty = (350, yo)

Then

7o = (=0, W)
is the image for the right half plane.

Therefore ]
G 7o) = 5 [m |7 — 7] — In |7 — F5‘|]

in a similar fashion to problem 6.

The solution of Poisson’s equation in general is

u(7) = //f(FU)G(F; FO)dFUqL?{u(FU)VFOG(F; 7o) - 7 dS
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9. For the upper half plane

Lo 1. (z—20)*+ (y — v0)?
. -
G(r5 7o) 4T o (x —20)®+ (y + yo)?

Since 7o = (%o, — o)

oG
It is straightforward to check that i 0, when y=0.
)

The solution is given by

u(f) ://f(FO)G(F; FO)dF0+/O:O G, y; w0, 0)h(xy)do
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10. To solve the problem in the first quadrant we take a reflection to the fourth quadrant
and the two are reflected to the left half.

*k Kk * %
(X9 Y0 )=(=%0,Y¥0) (%0 Yo)

*k

5 Fkk * ** *
(% Y0 )=(=%Xo,~Yo) (X0, Y0)=(Xo, = Yo)

VG = §(F — ) — 8(F — 7)) — 8(7 — 7y)
+O(7 — )

oo L PRl IF- g
2 |F =g |7 -

_ 1 n [(z — m0)?
C 4m ! [(z — x0)?

(v —w0)?] (= +20)”+ (v +40)?]
]

_|_
+ W +y)? [z +20)?+ (¥ — v0)?

It is easy to see that on the axes G' = 0.
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